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Preface: Technology and Change in Human Affairs
by Daniel S. Papp and David Alberts

With the fall of communism in Eastern Europe and the dissolution of the Soviet Union,
the Cold War ended, and the half-century-old bipolar international system disappeared.
These were earthshaking events that rightly received and are receiving extensive study
and analysis. They occurred for a host of reasons, many of which were related to the
internal political, economic, social, and cultural dynamics of communist states. Several of
the more important reasons were the resentment of citizens of communist states toward
the institutions and individuals that governed them; a resurgence of nationalism within
multinational states; the inability of communist states to transition successfully from
centralized political, economic, and administrative structures to more decentralized
structures; inadequate economic growth rates and declining standards of living; the
inability of communist states to diffuse technical advances throughout productive sectors
of society; and over-emphasis on defense spending.1

Even as communist states disintegrated from within, another revolution was accelerating.
This quieter revolution, still in its infancy, is a scientific and technological one. It’s
impact has already been felt, and it promises to change human affairs and the
international system as extensively as, perhaps even more extensively than, the collapse
of the bipolar international system. The revolution in scientific and technological affairs
has many dimensions and has led to a debate about whether scientific-technical advances
are changing only the conduct of human affairs and the relationships between present-day
international actors, or also the very form and structure of humankind’s institutions and
international actors themselves.2

Throughout history, advances in information and communication technologies, energy
and transportation technologies, biotechnology and life sciences, agriculture and industry,
weapons technologies, and other scientific-technical fields have played important roles in
driving changes in the ways that men and women conduct their affairs. This has been true
in virtually every realm of human endeavor including business and banking, industry and
manufacturing, government policy and military affairs, international relations, education
and research, social and cultural relations, political affairs, entertainment and news, and
elsewhere.3 Given the magnitude of change that the revolution in science and technology
has potential to induce, it is vitally important that we understand how this revolution, has
changed, is changing and will continue to change our world.

Developing such an understanding is a difficult task. It requires an appreciation and
comprehension of the past and present impacts of science and technology on various
aspects of the human condition, human endeavors, group and organizational dynamics,
and on different types of international actors. It also requires an ability to extrapolate
from this foundation with a willingness to engage in informed speculation about the
impacts that future advances may have and to develop scenarios of how changes in
human activities and international actors may interact to form a new international system.

1



This book undertakes this task for one major category of scientific and technical
advances, information and communication technologies. It is based on historical fact,
reasoned speculation about future trends in information and communication technologies,
and informed analysis about the impacts that those trends might have on human affairs
and the international system as we move into the Information Age. This is the first
volume in a two volume set that will lay the foundation for understanding the ways that
the Information Age is changing our environment and the institutions upon which we
depend for our liberty, health, and happiness.

In this first volume, we will examine some of the broader issues of the Information Age:
what the Information Age is; how it affects commerce, business, and service; what it
means for the government and the military; and how it affects international actors and the
international system. Not everyone will agree with the viewpoints presented here, but that
is as it should be; the purpose of this volume—and its successor—is more to generate
thoughtful debate and discussion than to provide definitive answers. In the second
volume, we will examine in more detailed terms the meaning of the Information Age for
the U.S. military. It must be stressed, however, that the two volumes go hand-in-hand; the
U.S. military is an imbedded system, imbedded in the environment in which it must
operate.

Challenges of the Information Age

Complexity and change are the two defining characteristics of the Information Age. Our
successes as individuals, families, organizations, communities, and societies will depend
more than ever upon our abilities to adapt, in near real time, to deal with increasingly
complex and dynamic situations which will be characteristic of the Information Age.

Each of us, individually and institutionally, has developed mechanisms to either shield us
from or deal with complexity and change. Sometimes these mechanisms work too well.
That is, they prevent us from sensing how much our worlds are changing, thus robbing us
of an opportunity to understand our environment and appropriately modify old responses
or develop new responses. The results are often catastrophic; we break rather than bend.
History is replete with examples of changed environments that were recognized too late
for an institution to successfully adapt. Similarly, history also has many examples of
changed environments that were recognized, but by institutions or societies that were
themselves unwilling or unable to adapt to new conditions.

The Information Age is and will continue to present us with these kinds of challenges at
an alarming rate. The increasing complexity of our environment and the actions
necessary to maintain or improve our equilibrium will only serve to make these
challenges even more difficult. Successfully responding to these challenges will require
three things. First, we will need to recognize that something has changed. Second, we
will need to understand the implications of this change. Third, we will need to develop
timely and effective responses.

In certain segments of society, most of which are associated with business and
commerce, a Darwinian process is at work that rewards the agile and helps ensure that
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organizations are responsive to their environments. For this process to work well, one
needs an active competitive market in which offerings are judged and feedback is
supplied continuously. A certain amount of collateral damage is associated with this. If
the resulting level of damage is not acceptable, mechanisms are usually put in place to
limit marketplace behavior, which in turn reduces rewards and lowers incentives for
change.

This Darwinian option is not suitable for changing the behavior of government
bureaucracies, especially those entrusted with providing for the common defense. In this
case, we have an abiding interest in the survival and continuous functioning and readiness
of these organizations. We do not want to adopt a strategy that requires failure to achieve
success.

Making our government institutions, and especially those entrusted with providing for
our national security, better able to effectively deal with increased complexity and be
more responsive to changes in their environment requires, in some cases, immense
organizational change. This will not be an easy task, for organizational change will
require alterations in the very culture of these institutions. In the final analysis, altering
culture means changing behavior, and this demands providing both incentives and tools.

While the rigors of the marketplace provide incentives for business firms, firms that have
succeeded have somehow discovered the secret of passing incentives to their employees
while providing them with the knowledge and support they need to efficiently turn
knowledge into action. Firms whose organizational arrangements and processes distort
incentives or fail to empower employees tend to be less successful. Since relatively few
organizations endure, some might argue that success is more the result of the right
organization with the right product at the right time than the result of an agile
organization that has adapted to changing circumstances.

However, the fact is that organizations can adapt if conditions are right. Each of the three
necessary ingredients of success—recognizing a changed situation, understanding its
implications, and developing a timely and appropriate response— requires an
understanding, in the case at hand, of the Information Age and how it is affecting people
and organizations. To reiterate, then, the purpose of this volume is to stimulate thinking
about how the Information Age is changing our environment so that our national security
institutions, in turn, will be able to perform their functions well as the Information Age
progresses.

Assessing the Technology/Society Relationship

Assessing the future impacts of a technology or a group of technologies on even a single
relatively homogeneous society is a daunting task. Seeking to assess future impacts of
these technologies on human interactions and institutions and on international actors and
the international system is therefore a task of exponentially greater complexity and
difficulty. This is because there are five major types of international actors (states,
multinational corporations, international governmental organizations, non-governmental
organizations, and individuals) and a large number of sub-national, national, and trans-
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national value systems and cultures, each of which may be profoundly affected in terms
of theiir capabilities and constraints.

Before we attempt this complex task, however, it will be useful to discuss the basic
relationship that underlies this study, the relationship between technology and society.
There are three different primary views of this relationship.

The first asserts that technology causes change in society, with society having a minimal
influence on technology. The second reverses the causality of the relationship,
maintaining that society and its values drive technology in certain directions and that
technology is therefore subservient to society and its values. The third argues that the
relationship between technology and society is intricate and complex, and that in given
situations and circumstances, either can influence the other to move in a different
direction. These three relationships are depicted respectively in Figure 1.

Emmanuel Mesthene and Langdon Winner are leading proponents of the first view.
Mesthene calls his perspective "soft determinism" and maintains that technical advances
create opportunities to achieve objectives. He asserts that these opportunities force
change in social organization so that the new technology can be used to pursue the now-
attainable objective. This leads to changed functions of existing social structures, which
in turn reduce the ability of old social structures to achieve previous objectives.4

Winner further refines this perspective, adding the concepts of "the technological
imperative," which asserts that technical decisions dominate the structure of modern
human society, and "reverse adaptation," which argues that the objectives for which
technical advances are employed often are relegated to second level priorities, with the
primary priority becoming maintaining the functioning of the technology itself.5 In either
event, Mesthene and Winner agree, technology drives social change.

Without denying that technology plays an important role in inducing societal change,
Lynn White and others reverse the relationship, arguing that society and its values play
the dominant role in determining directions that technologies will takes. For example, on
a macro-level, White posits that the emergence of a Judeo-Christian belief and value
structure in Europe was the dominant factor in permitting and accelerating the emergence
of technologically oriented societies there. White maintains that since Judeo-Christian
teachings drew a clear distinction between human beings and nature and argued that only
human beings have spirits, a mind-set developed in Europe that nature was the tool of
humankind. On a micro-level, White also points out that the values and structures of
different societies often define what is technologically desirable and sometimes even
what is technologically permissible, witness the current debate on genetic engineering.
Often, effort and funding follow desire and permission.6 Again, however, the key
argument in this second perspective is that society directs technology.

A third perspective is that technology plays a significant role in shaping the political,
economic, social, and cultural milieu of human society, and that those milieus in turn
play a significant role in shaping technology and how technological advances are
employed by society. Max Weber and E.F. Schumacher are leading proponents of this



perspective,7 which has been termed "mutual causality" by other observers who argue
that this view is "not very comforting" because it "displays the full range of the potential
complexity of our technological society."8

These same observers also maintain that the third perspective is "the safest point from
which to view the technology-society interaction" because, unlike the first two
perspectives, it is not a limiting case "where one or the other type of causal influence is
dominant."9 Since the editors of this volume believe that this third perspective is the most
accurate reflection of the present-day relationship between technology and society, this
study proceeds from this perspective.

What does this mean for the impact of information and communication technologies on
humankind’s activities and institutions and on international affairs? A brief historical
perspective may provide insight.

Twice in the twentieth century, the collapse of an international system has coincided with
the coming of age of significant new technologies. Both times, the emerging technologies
played a significant role in shaping and molding the new international system. We are
witnessing the third time this century that such a phenomenon has unfolded.10

The first time this phenomenon occurred was during World War I, when for the first time
the internal combustion engine was widely used in warfare. Trucks, planes, and tanks
played major roles in the "War to End All Wars," which both brought to an end the old
European balance of power system and moved much of the world into an era of
"collective security." Throughout the interwar period, even though the collective security
system codified in the League of Nations proved unable to assure the peace,
transportation systems powered by the internal combustion engine helped make the world
a smaller and more intimate place than it had ever been before.

Similarly, World War II, the most violent and destructive war in human history, ended
with the use of the most destructive weapon ever used in warfare, the atomic bomb. Not
coincidentally, nuclear weapons and nuclear technologies played a major role in
structuring and shaping the post World War II bipolar system and the uneasy equilibrium
based upon mutual assured destruction.

In the present time, a new set of advanced information and communication technologies
began to emerge even as the old international system weakened. Indeed, some analysts
argue that the new technologies contributed directly to the bipolar system’s eventual
collapse, as will be seen later in this volume. But regardless of the accuracy of these
claims, it is evident that new advanced information and communication technologies will
have a significant impact in shaping and molding humankind’s activities and institutions.
They undoubtedly will have an impact on the structure and activities of international
actors and the emerging international system as well.
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Conceptual Overview of the Volume

What will those impacts be? It is the purpose of this book to help answer that question. It
approaches the question in a straightforward manner.

Part One, "The Information and Communication Revolution," sets the stage. It first
argues that three modern information and communication revolutions have occurred
during the last century and a half, and presents an overview of the historical impacts that
the information and communication technologies developed during the first two
revolutions have had on humankind’s activities and institutions, and on international
affairs and on the international system. It next identifies and analyzes several of the more
important information and communication technologies that are part of the present
information and communication revolution. Then, it provides different views on the
debate about whether the changes that are occurring and may be expected to occur are
significant enough to be deemed a revolution. It also presents several cautionary notes
about issues that are arising out of the Information Age.

Parts Two and Three, "Business, Commerce, and Services," and "Government and the
Military," examine the impacts that the technologies of the third modern information and
communication revolution are having and are likely to have on specific areas of human
interactions. Areas of inquiry include the impact of new information and communication
technologies on business, commerce, services, the government, and the military. The
objective of Parts Two and Three is to assess the impacts that the technological advances
identified in Part One are having and are likely to have on specific areas of human
interaction over the next twenty years.

In Part Four, "International Affairs," projections are developed about the ways that the
information and communication technologies identified earlier are being and might be
assimilated and diffused by different state and non-state actors. Part Four also presents
views about the ways in which international actors and the international system are
changing and may most likely change as a result of advances in information and
communication technologies.

For the convenience of the reader, Parts One through Four are published in four separate
volumes, which are not to be confused with the forthcoming Volume II of the overall
anthology.

This anthology does not attempt to present an exhaustive analysis of present and potential
impacts of the ongoing information and communication revolution. Rather, it seeks to
discuss the more prominent impacts, thereby helping readers think beyond the conceptual
boxes formed by present-day limitations of information and communication technologies.

Notes

1. For discussions of what led to the collapse of the Soviet Union, see for example
Stephen White et al., The Politics of Transition: Shaping a Post-Soviet Future (New
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York, NY: Cambridge University Press, 1993); and Walter Laqueur, The Dream That
Failed: Reflections on the Soviet Union (New York: Oxford University Press, 1994).

2. See James N. Rosenau, Turbulence in World Politics: A Theory of Change and
Continuity (Princeton: Princeton University Press, 1990), which argues that technology is
a primary driving force behind a fundamental transformation in the international system
that has occurred; Eugene B. Skolnikoff, The Elusive Transformation: Science,
Technology, and the Evolution of International Politics (Princeton, NJ: Princeton
University Press), which asserts that technology is a driving force behind change, but no
fundamental change has occurred in the international system; and Dennis Pirages, Global
Technopolitics: The International Politics of Technology and Resources (Pacific Grove,
CA: Brooks-Cole, 1989), which posits that the world is entering a third era of
technology-driven international change, the first two of which were the agricultural and
industrial revolutions. However, Pirages argues the dimensions of the third are not yet
clear.

3. See for example Paul Kennedy, The Rise and Fall of the Great Powers: Economic
Change and Military Conflict from 1500 to 2000 (New York: Random House, 1987);
Lewis Mumford, Technics and Civilization (New York, NY: Harcourt, Brace, 1934); and
Eugene B. Skolnikoff, Science, Technology, and American Foreign Policy (Cambridge,
MA: MIT Press, 1967), as well as the three books listed in Note 2.

4. Emmanuel G. Mesthene, "How Technology Will Shape the Future," Science (July 12,
1968), pp. 135-143.

5. Langdon Winner, Autonomous Technology (Cambridge, MA: MIT Press, 1977),
passim.

6. Lynn White, Jr., Medieval Technology and Social Change (New York, NY: Oxford
University Press, 1966), passim. See also Willis Harman, An Incomplete Guide to the
Future (San Francisco, CA: San Francisco Book Company, 1976), which argues that the
values and beliefs that underlie industrial society are eroding, and that this will have a
significant impact on future technological directions.

7. See for example Max Weber; and E.F. Schumacher, Small Is Beautiful: Economics As
If People Mattered (New York, NY: Harper Torchbooks, 1973), passim.

8. Alan L. Porter, et. al., A Guidebook for Technology Assessment and Impact Analysis
(New York, NY: North Holland, 1980), p. 23.

9. Ibid.

10. In the first two cases, the new technologies did not cause the collapse of the preceding
system. In the third case, as will be seen later in this volume, it is possible to argue that
the new technologies contributed to the collapse of the preceding international system.
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Part One — The Information and Communication Revolution



Introduction

The Information Age. That is what many pundits, writers, and analysts have already
labeled these concluding years of the twentieth century and the beginning of the twenty-
first century. This characterization of our time is based on the widespread proliferation of
emerging information and communication technologies and the capabilities that those
technologies provide and will provide humankind to overcome the barriers imposed on
communications by time, distance, and location and the limits and constraints inherent in
human capacities to process information and make decisions. Advocates of the concept of
the Information Age maintain that we have embarked on a journey in which information
and communications will become the dominant forces in defining and shaping human
actions, interactions, activities, and institutions.

They may be right. But often, promoters of the Information Age give little attention to
significant issues and concerns that arise out of their favorite concept. Is the Information
Age truly already upon us? Just what is meant by the Information Age? How does the
information and communication revolution fit within the broader sweep of human
history, or is it indeed such a significant departure for humankind that past history has
little relevance? What are the technologies of the information and communication
revolution? What do they do and what will they do? Is it really a revolution, and are we
really entering an Information Age? Will the capabilities of emerging information and
communication technologies lead to greater connectivity and commonality of perception,
or will they result in greater isolation and fragmentation? These are some of the major
issues explored in Part One of this anthology, designed to set the stage for later
discussion and analysis.

In the first article, "Welcome to the Revolution," Thomas A. Stewart begins by stating
that the word "revolution" should not be used cheaply. Nevertheless, Stewart asserts, we
are in fact already in the midst of a revolution induced by emerging information and
communication technologies. Concentrating on the impacts that those technologies are
having in the business world, Stewart explains how knowledge technol-ogies are altering
the cost/benefit equation for competing organizational arrangements. He concludes that
the Information Age is placing a premium on "the ability to adjust and learn" that applies
both to individuals and organizations.

Daniel S. Papp, David S. Alberts, and Alissa Tuyahov next place the present information
and communication revolution in historical perspective in their article, "Historical
Impacts of Information Technologies: An Overview." The authors argue that two
information and communication revolutions have already occurred during the last century
and a half, and that we are now in the beginning phases of a third. They examine the
development of several of the more critical technologies of the first two revolutions, and
present an overview of the historical impacts that those technologies have had on
humankind’s activities and institutions, and on international affairs and on the
international system. Although these authors clearly accept the argument that a new
information and communication revolution is at hand, they also see the third modern
information and communication revolution as part of a continuing process that dates back
at least a century and a half.




David S. Alberts, Daniel S. Papp, and W. Thomas Kemp III next identify and analyze
several of the more important information and communication technologies that are part
of the third modern information and communication revolution in their article, "The
Technologies of the Current Information Revolution." The authors maintain that these
technologies will have six major types of impacts on information flows and
communications: increased speed, greater capacity, enhanced flexibility, greater access,
more types of messages, and heightened demand.

But does all of this really mean that a revolution is taking place and that an Information
Age is upon us? Without challenging the validity of any of the historical or technological
facts previously presented, Frank Webster in "What Information Society?" asks us to be
cautious in leaping to conclusions about an information and communication revolution
and an Information Age. Observing that there are immense difficulties in measuring what
is meant by an Information Age, Webster warns that information by itself means nothing,
and that we must take into consideration the meaning and quality of information, not just
its quantity. Finally, Webster asks, even with the proliferation of new and emerging
information and communication technologies, has society in fact changed profoundly
enough to warrant calling the present—or the near term future—an Information Age?

There are also other cautionary notes that must be sounded about the Information Age.
Andrew Kupfer explores one of them in "Alone Together: Will Being Wired Set Us
Free?" Kupfer agrees that emerging information and communication technologies will
inevitably have an immense and even revolutionary impact on the way people live their
lives, but points out that along with the advantages of global connectivity come certain
disadvantages, even dangers. We may be able to access more information, but will we
know the quality of that information? We may be able to know more people, but how
deep will friendships be in a wired world? We may be able to let our family and friends
know where we are all of the time, but will we be able to restrict knowledge of our
activities only to those whom we wish to have it?

Joel Achenbach takes Kupfer’s first concern, uncertainty about the quality of information
that may be available in the Information Age, and examines it in his article "Reality
Check." "There is one nagging problem," Achenbach laments about the Information Age,
"Much of the information is not true." He then lays out seven different types of "Bad
Information" that he contends we must be concerned about—obvious but wrong
information, information censored for your own good, accurate but untrue information,
millennial information, diagnostic information, statistical information, and historical
information. The chief problem in the Information Age, the author theorizes, will be how
to distinguish Good Information from Bad Information. Achenbach is less helpful in
telling us how to make such an identification. Borrowing the dictum from "The X-Files,"
he warns simply that when it comes to information, "Trust No One."

The questions raised and issues posed in these first six articles are portentous ones for the
Information Age. Over time—barring a Luddite resurgence—all of us will have to face
them. But in a certain sense, we are fortunate. Since we now are only at the dawn of the
Information Age, we may have a small window of time during which we can look for
answers before the full impact of the Information Age is upon us. The time to begin



examining these questions and issues is now. Part One of this anthology hopes to help
initiate that process, and to help move our thinking toward responding to these questions
and issues.



Chapter 1: Welcome to the Revolution*

by Thomas A. Stewart

Let us not use the word cheaply. Revolution, says Webster’s, is "a sudden, radical, or
complete change...a basic reorientation." To anyone in the world of business, that sounds
about right. We all sense that the changes surrounding us are not mere trends but the
workings of large, unruly forces: the globalization of markets; the spread of information
technology and computer networks; the dismantling of hierarchy, the structure that has
essentially organized work since the mid-nineteenth century. Growing up around these is
a new, Information-Age economy, whose fundamental sources of wealth are knowledge
and communication rather than natural resources and physical labor.

Each of these transformations is a no-fooling business revolution. Yet all are happening
at the same time—and fast. They cause one another and affect one another. As they feed
on one another, they nourish a feeling that business and society are in the midst of a
revolution comparable in scale and consequence to the Industrial Revolution. Asks
George Bennett, chairman of the Symmetrix consulting firm: "If two percent of the
population can grow all the food we eat, what if another two percent can manufacture all
the refrigerators and other things we need?"

Good question. The parking lot of General Electric’s appliance factory in Louisville,
Kentucky, was built in 1953 to hold 25,000 cars. Today’s workforce is 10,000. In 1985,
406,000 people worked for IBM, which made profits of $6.6 billion. A third of the
people, and all of the profits, are gone now. Automaker Volkswagen says it needs just
two-thirds of its present workforce. Procter & Gamble, with sales rising, is dismissing 12
percent of its employees. Manufacturing is not alone in downsizing: Cigna Reinsurance,
an arm of the Philadelphia giant, has trimmed its workforce 25 percent since 1990.

Change means opportunity as well as danger, in the same way that the Industrial
Revolution, while it wrought havoc in the countryside and in the swelling town, brought
undreamed of prosperity. No one can say for certain what new ways of working and
prospering this revolution will create; in a revolution the only surety is surprise.

The transition may be difficult. As Neal Soss, chief economist for C.S. First Boston, puts
it: "Adjustment is the dismal part of the dismal science." And, as Robespierre might have
observed on his way to the guillotine, this time it’s personal—for the inescapable tumult
involves your company and your career. The paragraphs and stories that follow explain
the causes and consequences of this era of radical change—and introduce some business
leaders who are meeting the challenges it poses.

General Electric Lighting is an ancient business, begun in 1878. It is headquartered in
Cleveland on a leafy campus of brick Georgian buildings separated by placid lawns. Like
sin into Eden, the world burst through the gates in 1983, when traditional rival
Westinghouse sold its lamp operations to Philips Electronics of Holland. To John Opie,
GE Lighting’s chief, the memory is so vivid that he describes it in the present tense:



"Suddenly we have bigger, stronger competition. They’re coming to our market, but
we’re not in theirs. So we’re on the defensive."”

Not for long: GE’s 1990 acquisition of Hungarian lighting company Tungsram was the
first big move by a Western company in Eastern Europe. Now, after buying Thorn EMI
in Britain in 1991, GE has 18 percent of Europe’s lighting market and is moving into
Asia via a joint venture with Hitachi. As recently as 1988, GE Lighting got less than 20
percent of its sales from outside the U.S. This year, Opie says, more than 40 percent of
sales will come from abroad; by 1996, more than half will. In a few short years, Opie’s
world changed utterly.

What happened at GE Lighting illustrates the surprises and paradoxes of globalization.
Surprise: Globalization isn’t old hat. Global competition has accelerated sharply in just
the past few years. The market value of U.S. direct investment abroad rose 35 percent, to
$776 billion, from 1987 to 1992, while the value of foreign direct investment in America
more than doubled, to $692 billion.

You ain’t seen nothin’ yet. The extraordinary rise in overseas telephone traffic may best
gauge how much more often people in different nations feel they have something urgent
to say to one another—a good deal of it coordinating business activity. First Boston’s
Neal Soss points out that in the past five years or so the commercial world has been
swelled by the former Soviet empire, China, India, Indonesia, and much of Latin
America—billions of people stepping out from behind political and economic walls. This
is the most dramatic change in the geography of capitalism in history.

Paradox: Though it’s hard to imagine a more macroeconomic subject, globalization is
intensely parochial. Globalization’s strongest effects are on companies. Says Anant
Sundaram, professor at Dartmouth’s Tuck School of business: "Statistics at the macro
level grossly underestimate globalization’s presence and impact." For example, Chrysler
got just 7 percent of sales from outside the U.S. and Canada in 1992, but in the 1980s
global competition nearly killed it.

Investment numbers also reveal too little, for they do not count minority ownership or
alliances—or the impact of competition originating abroad. Notes Frederick Kovac, vice
president for planning at Goodyear, whose products can be found on all seven continents
and the moon: "The major strategic decisions of our biggest competitors are made in
France and Japan." Sales by overseas subsidiaries of American corporations are about
three times greater than the value of all U.S. exports. Thus a lot of commerce that looks
domestic to an economist—such as the Stouffer’s frozen dinner you bought last week—
looks international to a chief financial officer, in this case Nestle’s.

This makes for a profound change, Mr. CFO, in your job. Some observers argue that it is
time you forget about the business cycle, or at least pay a lot less mind to it. Says Gail
Fosler, chief economist of the Conference Board: "It’s every industry on its own. When |
talk to companies, it’s very difficult to describe a business environment that’s true for
everybody." For example, she argues, as Fortune’s economists also hold, that capital



spending "is no longer driven by business cycle considerations but by global
competition." If the world is your oyster, an oyster is your whole world.

Horace "Woody" Brock, president of Strategic Economic Decisions, an advisory firm in
California, agrees. He says a nation’s economy should be viewed as a portfolio of
businesses whose fates are less and less linked: "What happens in the U.S. copper
industry may be caused by shocks in Africa, and will have no effect on Silicon Valley.
Silicon Valley may drive events in Japan’s electronics industry, but these in turn will be
uncorrelated with the auto industry in either Japan or Detroit." Look at Seattle, Brock
says, where two great technology companies, Boeing and Microsoft, operate side-by-side,
one sagging, one booming—"utterly out of sync."

For a nation, the net effect should be more stability, with long odds against all sectors
booming or busting together. For individual businesses, however, it’s a different story.
Says Brock: "If your competitor in Germany does something, you react immediately—
you don’t wait for interest rates or recovery or anything else."

Fortunately, the revolution in information technology is creating tools that permit just
such agility.

Robert Immerman is the founder of InterDesign, a private company in Solon, Ohio, with
annual sales above $10 million. InterDesign sells plastic clocks, refrigerator magnets,
soap dishes, and the like. Wal-Mart, Kmart, and Target are customers, as are hundreds of
houseware stores.

There’s not a high-tech item among its products, but computers have changed the
business. In the past twelve years, InterDesign’s employment has tripled, total space has
quintupled, and sales have octupled, but its megabytes of computer memory have gone
up thirty-fold. Seven years ago Immerman dug deep and found $10,000 to buy a used
disk drive that had 288 megabytes of storage—capacity that costs about $350 today. Says
Immerman: "In the 1970s we went to the Post Office to pick up our orders. In the early
1980s we put in an 800 number. Late 1980s, we got a fax machine. In 1991, pressured
first by Target, we added electronic data interchange."

Now, just two years later, more than half of InterDesign’s orders arrive via modem
straight into company computers. Errors in order entry and shipping have all but
disappeared. Immerman says: "We had fifty weeks perfect with a big chain. Then one
week we missed part of the order for one item on a long list—and they’re on the phone
wondering what’s wrong." Staffers who used to man phones taking orders now track
sales by product, color, customer, region—valuable information that Immerman once
couldn’t afford to collect.

InterDesign’s story is typical. In Alcoa’s Davenport, lowa, factory, which rolls aluminum
foil, sheet, and plate, a computer stands at every work post to control machinery or
communicate data about schedules and production. Practically every package deliverer,
bank teller, retail clerk, telephone operator, and bill collector in America works with a



computer. Microchips have invaded automobiles and clothes dryers. Three out of ten
American homes have a PC.

The revolution begins when these computers hook up to one another. Already two out of
five computers in the U.S. are part of a network —mostly intracompany nets, but more
and more are crossing company lines, just as InterDesign’s electronic data interchange
does. Data traffic over phone wires is growing 30 percent a year, says Danielle Danese, a
telecommunications analyst at Salomon Brothers. Traffic on the global Internet doubles
every year.

The potential for information sharing is almost unimaginable. On the wall of every
classroom, dorm room, and office at Case Western Reserve University is a box
containing a phone jack, coaxial cable, and four fiber-optic lines. Through that box
students could suck down the entire contents of the Library of Congress in less than a
minute, if the library were on-line and they had room to store it.

For years CEOs and economists lamented that billions invested in information
technology had returned little to productivity. That dirge is done. Says William Wheeler,
a consultant at Coopers & Lybrand: "For the first time the computer is an enabler of
productivity improvement rather than a cause of lack of productivity." Instantaneous,
cross-functional communication about orders and scheduling enabled M.A. Hanna, the
$1.3-billion-in-annual-sales polymer maker, to speed production, reduce inventory, and
cut waste so much that the company needs a third less working capital to get a dollar of
sales than it did four years ago. CEO Martin D. Walker notes that this gain came entirely
within the four walls of the company; he estimates that an equal gain in working capital
turnover is waiting to be found by networking with suppliers and customers.

Efficiency is a first-order effect of new technology: That’s how you justify the capital
expenditure. The second-order effects are more interesting, because they are unpredicted.
One disorienting result of the spread of computer nets has been the transformation of
sales, marketing, and distribution. To see the change, says Fred Wiersema, a consultant at
CSC Index in Cambridge, Massachusetts, dig a ten-year-old marketing plan out of the file
and compare it with a new one: "The distribution channel is a mess. Customers have
much more power. There’s fragmentation in media and advertising. The activities of the
sales force are completely different."

The next trend, says William Bluestein, director of computing strategy research for
Forrester Research, a Massachusetts firm: "Companies that empower their customers."
Soon, pursuing cost savings, suppliers and customers will be able to rummage around in
each other’s computers, entering orders directly, checking stock and shipping status. One
vehicle manufacturer can already go into Goodyear’s system. Says strategist Kovac:
"There will be a day in the not-distant future when customers will get data on the tests of
a new tire as soon as our engineers do. They’ll see everything—warts and all."

From there it’s a short step before customers start comparing notes—maybe on your
network. Says Bluestein: "If I were Ralph Nader, I’d set up a consumer chat line so



someone who was thinking of buying a Saturn could ask people who have one how they
like it. If GM were smart, they’d do it themselves."

Like globalization, information technology vastly extends a company’s reach—but has
the paradoxical effect of rewarding intimacy. Computers enormously increase the amount
of information a company can have about its market—but deliver premium returns less to
careful planning than to quick responses to changing circumstances. Both phenomena
have powerful implications for the way work is organized.

In 1958 Harvard Business Review published an article called "Management in the 1980s"
by Harold J. Leavitt and Thomas L. Whisler, professors at the Carnegie Institute of
Technology and the University of Chicago. It predicted that the computer would do to
middle management what the Black Death did to 14th-century Europeans. So it has: If
you’re middle management and still have a job, don’t enter your boss’s office alone. Says
GE Lighting’s John Opie: "There are just two people between me and a salesman—
information technology replaced the rest."

Leavitt and Whisler, knowing only mainframes, foresaw an Orwellian workplace in
which the surviving middle managers were tightly controlled from on high, little different
from the proles they bossed. In a world of expensive, centralized computing, it might
have happened that way. But distributed computing redistributes power. Says Goodyear’s
Kovac: "It used to be, if you wanted information, you had to go up, over, and down
through the organization. Now you just tap in. Everybody can know as much about the
company as the chairman of the board. That’s what broke down the hierarchy. It’s not
why we bought computers, but it’s what they did."

The management revolution has many fathers, some more venerable than the computer;
self-managed teams and total quality management have intellectual roots reaching back
half a century. Why, then, does it seem as if the mores and structures of management are
undergoing discontinuous change? Is this really new? Or are we deluding ourselves, the
way each generation of teenagers thinks it discovered sex?

The evidence suggests a basic shift in the organization of work. Look first at the ubiquity
of change. No longer is the management revolution confined to the same dozen
trendsetting companies, the GEs, Motorolas, and Xeroxes. Says Stephen Gage, president
of the Cleveland Advanced Manufacturing Program, a federally subsidized organization
that helps small business apply new technology: "I doubt if there’s a company around
here that isn’t experimenting with something having to do with dismantling Taylorism."

Equally striking, leading companies now envision an endlessly changing organizational
design. Kovac says: "The key term is ‘reconfigurable.” We want an organization that’s
reconfigurable on an annual, monthly, weekly, daily, even hourly basis. Immutable
systems are dinosaurs." To make this sort of agility possible, leaders are honing such
techniques as rapid product development, flexible production systems, and team-based
incentives.



At bottom, the management revolution triumphs because the underlying economics of
communication and control have changed, and those changes favor small, flexible
organizations, not big ones. The argument, developed by microeconomists influenced by
Berkeley’s Oliver Williamson (and here oversimplified), goes like this:

A transaction can be accomplished in one of two basic ways: You can go out and buy
something from someone else, or you can produce it yourself. (Yes, there are hybrid
forms, but remember that we’re oversimplifying.) Call the first system a market and the
second a hierarchy. Vertically integrated businesses, in which transactions take place
between divisions, each with its own organizational ziggurat, are hierarchies. Each
system has its advantages. Markets generally deliver the lowest price, because of
competition. But hierarchies usually have lower coordinating costs—such as for
salesmen, advertising, or debt collection. Depending on how those costs and benefits line
up, a given industry will tend to be more or less vertically integrated, feature larger or
smaller companies, and display a bureaucratic or entrepreneurial management style.

Now buy a computer. The costs change. In particular, hierarchies begin to lose their
comparative advantage in coordinating costs. Invoicing is automated, decimating armies
of clerks. Electronic order-entry cuts selling costs. Says Thomas W. Malone, professor at
the Sloan School of Management at MIT: "Coordinating activities are information-
intensive, and computers make coordinating better and cheaper." The result, Malone
argues, is to increase the range of transactions in which markets are more desirable.
Result: More companies decide to buy what they once produced in-house.

The nice thing about this argument is that it checks out. Big companies are breaking up;
outsourcing is on the rise. According to Roy Smith, vice president of Microelectronics &
Computer Technology Corp., three out of ten large U.S. industrial companies outsource
more than half their manufacturing.

Businesses are more tightly focused: Conference Board figures show that between 1979
and 1991 the number of three-digit standard industrial classifications (SIC codes) in
which an average U.S. manufacturer does business dropped from 4.35 to 2.12.
Companies are also smaller: Census data show that the number of employees at the
average U.S. workplace is 8 percent lower than it was in 1980. Combining those figures
with data on spending for information technology, MIT’s Malone and several colleagues
found the shrinkage is greatest in industries where IT spending is highest. Smaller
payrolls are not simply the result of automation, for gross shipments and value-added also
decline. The strong implication: In an Information-Age business, small is beautiful.

Of the four horsemen of revolutionary change, the hardest to grasp is the invention of an
Information-Age economy. How can a whole economy be based on intangible knowledge
and communication? Yet intellectual capital—knowledge that can be captured and
deployed to create advantage over competitors—is as vital a business concern as capital
of the familiar monetary sort. Intellectual labor, too, is where the action is, a fact
demonstrated by the widening gap between the pay of college-educated workers and
those less schooled.

10



Though knowledge assets and outputs are intangible, they are no less real for being so. It
is possible to track the "intellectual content" of the economy. In 1991, business
investment in computers and telecommunications equipment —tools of the new economy
that create, sort, store, and ship knowledge—for the first time exceeded capital spending
for industrial, construction, and other "old economy" equipment. The figures, while
impressive, understate investment in knowledge machines because they do not show the
growing intellectual ability of industrial gear. For example, more than half of machine-
tool spending in the U.S. is for equipment with built-in computer numerical controls that,
often, can be connected to networks. Says Jodie Glore, vice president of the automation
group at industrial-controls powerhouse Allen-Bradley: "The electromechanical boxes we
used to sell had a macho feel. You could tell that they cost a lot. Now it’s, “You see this
disk...?""

The new economy will transform the old and reduce its relative importance, but will not
kill it. The Industrial Revolution did not end agriculture, because we still have to eat, and
the Information Revolution will not end industry, because we still need cans to hold beer.
Microsoft Chairman Bill Gates, up to now the preeminent capitalist of the knowledge
age, spends his money on a big house and fancy cars, tangible stuff indeed.

The first effect of intellectual capital and knowledge work is to alter the economics of
familiar goods and services—a process well under way. For example, in the now
misnamed "industrialized" world, the amount of energy needed to produce a given
amount of GDP has fallen 2 percent a year, compounded, for more than 20 years. Factory
labor is less physically demanding: Gone the heroic workman, a WPA mural in living
flesh, ruddy in the glow of the blast furnace; now she’s likely to be a middle-aged mom,
sitting in front of a screen, who attends night school to study statistical process control.
Many auto repairs will soon be made not by a grease monkey with a wrench but by a
technician who fixes an engine knock by reprogramming a microchip.

As the usefulness of information, information technology, and information work grows,
businesses find more ways to substitute them for expensive investments in physical
assets, such as factories, warehouses, and inventories. By using high-speed data
communications networks to track production, stock, and orders, GE Lighting has closed
26 of 34 U.S. warehouses since 1987 and replaced 25 customer service centers with one
new, high-tech center. In effect, those buildings and stockpiles—physical assets—have
been replaced by networks and databases—intellectual assets.
Similarly, the cost of establishing a retail bank branch has shrunk: You can find one
inside the door of the supermarket, next to the Coke machine. Especially in the Christmas
shopping season, each day’s mail brings you a stack of department stores. For the right
products, catalogue retailers will migrate to computer or television networks. Rent in
cyberspace is even cheaper than catalogue space, and much lower than rent at the mall.

The shift to the information economy, like globalization, computerization, and the
management revolution, appears first as a way of doing old jobs more cheaply. For those
on efficiency’s receiving end, it is a threat. But the drive for efficiency has also paid to
string 12 million miles of optical fiber in the U.S., and, long before any couch potato has
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ordered up video-on-demand, efficiency will pay for a lot more construction of the
electronic superhighway, the infrastructure of the information economy.

That endeavor, says Paul Saffo, an analyst at the Institute for the Future in Menlo Park,
California, "is a full-employment act for entrepreneurs." Compared with trade in
traditional goods and services, commerce in knowledge is startup heaven. Entry barriers
are low. Distribution and marketing of information need little capital; they don’t even
require access to a printing press anymore. Many products and services can be distributed
electronically.

The second-order effect of change, opportunity, is the unpredictable one. Gottlieb
Daimler, Ransom Olds, and their pals thought they had invented an improvement on the
horse. They did not know that the automobile would fill the countryside with suburbs—
which, in turn, created thousands of jobs building houses, making lawnmowers, and
delivering pizza. The knowledge economy is still so young that we have few hints of its
second-order effects, in the view of Richard Collin, who studies the subject as director of
Neurope Lab, a think tank in Archamps, France, near Geneva. Says Collin: "Today we
are thinking in terms of using knowledge to improve productivity in our old businesses—
how to do the same with less. Tomorrow we will think of competition—how to do more
in new businesses."

It makes sense that the core business of the knowledge economy will be...knowledge.
Information, like electricity, does nothing unless it is harnessed in useful devices, like
appliances. All kinds of appliance makers—writers of software, creators of databases—
are beginning to fill the Information-Age business directory.

The most valuable devices will be those that help business and people cope with change.
Says consultant Fred Wiersema: "Management today has to think like a fighter pilot.
When things move so fast you can’t always make the right decision—so you have to
learn to adjust, to correct more quickly." The same imperative holds for individuals. Says
Kovac: "Today the job is You Inc. When I came to Goodyear in 1958, my chances of
promotion were one in eight. For a young person today, they are one in 30, and it’s going
to one in 50. But I think my children and grandchildren will have more opportunities than
I did. They’ll just be different."

For Dustin Hoffman, as "The Graduate" in 1967, the future was plastics. Today you
might say it’s plasticity: the ability to adjust and learn.

* Reprinted by permission of the author and publishers from Fortune
(December 13, 1993). (C) 19 - Time Inc. All rights reserved.
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Chapter 2: Historical Impacts of Information Technologies:
An Overview

by Daniel S. Papp, David S. Alberts, and Alissa Tuyahov

Throughout recorded history, human beings have needed to communicate and to
exchange information. The reasons behind this need have been and remain diverse—to
sound alarms, to provide for common needs, to establish a sense of community and
human empathy, to deliver information and news, and so on. In many respects,
civilization is based on humankind’s need—and ability—to communicate and to
exchange information.

However, these abilities have always been complicated by distance, time, or location.1
People could signal or talk directly to each other, but not over great distances. An
individual could reduce the distance between himself and the person with whom he or she
wished to communicate, but reducing distance took time, and sometimes time was not
available. On occasion, the location of either the individual who wished to communicate
or the person to whom a message was to be sent made it difficult or impossible for
communication to occur. In addition, from the very earliest times, getting the message
through was only one of the concerns. The desire for privacy, security, authenticity,
timeliness, and proof of receipt influenced how communications were used and often
drove communications "technology."

To reduce the impact of distance, time, and location, men and women throughout history
employed various forms of information and communication technology. Drums, torches,
signal fires, flags, pictographs on papyrus, and writing on clay and stone tablets were
among the earliest technologies humankind used in its efforts to reduce the impact of
distance, time, and location on communications. Codes, cyphers, trusted agents, seals,
and signatures have always accompanied communications and have grown in
sophistication along with communications methods. Sometimes people even turned to the
animal world to enhance their ability to communicate; King Solomon used messenger
pigeons to deliver messages as early as about 1000 BC.2

These primitive and traditional methods and technologies, many of which remain in use
today, have improved humankind's ability to communicate, but they were and continue to
be limited in what they could and can do. Some approaches require favorable
environmental conditions: low wind, line of sight visibility, or good weather. Pictographs
and other forms of written communications take time to construct. If privacy or security
is desired, extra time is required to translate the message into a coded form. Regardless of
how long it takes to compose messages, messages take time to deliver and, if necessary,
to decode. Nor could it be assumed that the receiver could necessarily decipher, read, and
understand what was written. And, as a function of the means of communications,
messages are subject to various forms of distortion. For centuries, then, distance, time,
and location continued to significantly inhibit humankind’s ability to communicate, and
advances in information and communication technologies progressed, albeit slowly.
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In the mid-nineteenth century, this began to change as several technologies matured that
enhanced humankind’s ability to communicate more quickly and extensively (except for
the development of the ability to speak and the development of the printing press) than
ever before. In the short century and a half since then, the impact of distance, time, and
location on communications has been reduced to a greater extent than in all previous
years of recorded history combined. At the same time, humankind’s ability to enrich
messages with images and figures has vastly improved, as has its ability to ensure the
privacy, authenticity, and receipt of messages.

This 150-year period may be viewed either as a single ongoing information revolution
with three distinct phases, or as three distinct historical periods, each with enough
significance to be labelled a revolution. In this volume, for reasons that will become
clear, the editors have opted for the view that each period warrants being labeled a
revolution. But not all analysts, again as will become clear in subsequent chapters, agree
with this perspective.

The first modern information revolution began in the mid-nineteenth century and
extended for approximately 100 years. This first revolution primarily enhanced
communications. During this period, technologies such as the telegraph, telephone, and
radio came of age.3 These technologies transformed not only humankind’s ability to
communicate, but also people’s lives. Especially in industrial societies, they changed the
ways that people related to one another and altered the ways that business, government,
and military and foreign policy establishments conducted their affairs. Given the
dimensions of their impacts, these technologies also helped modify the structure of the
international system.

The second modern information revolution extended from the mid-twentieth century until
perhaps the 1980s. During this period, technologies such as television, early generation
computers, and satellites linked the world together in ways that it had never before been
linked. These technologies, like the telegraph, telephone, and radio before them, again
transformed humankind’s ability to communicate; changed the ways that people related
to one another; altered the conduct of the affairs of business and government; and
modified the structure of the international system.

Since the 1980s, still more information technologies have been developed and have
begun to be employed, technologies with capabilities that dwarf those of the information
technologies already in use. We are thus on the verge of a third modern information
revolution, one that perhaps should be labelled a "knowledge revolution" since it
encompasses advances in information technologies that significantly alter the politics,
economics, sociology, and culture of knowledge creation and distribution.

How the technologies of the first two eras evolved and helped shape human activities and
institutions is an important story, for it provides an understanding of how and why things
are as they are. It provides an understanding of how and why international actors and the
international system have evolved. Most importantly, it may provide clues about how
emerging information technologies might influence the future shape, relationships, and
conduct of human institutions, human activities, international actors, and the international
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system. Given the magnitude of the capabilities that emerging information technologies
promise to provide, these are clues that are well worth having.

The Impacts of the First Modern Information Revolution

Between the mid-nineteenth and mid-twentieth centuries, many new information
technologies aided and abetted humankind’s efforts to overcome distance, time, and
location, but three stand out: the telegraph, telephone, and radio. Together, these
technologies can arguably be described as the technologies of the first modern
information revolution.

How did this first modern information revolution affect human activities and institutions,
international actors, and the international system? There are many answers to this simple
question, and we will approach them by exploring one technology at a time.

The Telegraph. First operationalized in a practical sense in 1845, the telegraph sparked a
wave of communications development throughout the world. One analyst, writing of the
development of the telegraph and the dramatic effects that it had on society during the
second half of the nineteenth century, asserted that the telegraph "initiated the first truly
electronic communications revolution and gave rise to the age of instant global
communications."4

The first experiments that attempted to transmit messages electronically over wires
actually occurred in the eighteenth century. However, Samuel Morse, an American
inventor, is generally credited with having developed the first operational model of the
telegraph. Although a British team invented and tested a basic telegraph in 1837, Morse
developed a prototype system that employed an electromagnetic relay and regenerated
signals over long distances. These signals were recorded as dot-and-dash messages
directly on paper. Morse patented the technology in 1840. Then, with a $30,000 grant
from the U.S. Congress, Morse built a telegraph line between Washington, D.C. and
Baltimore to demonstrate his invention. On January 1, 1845, Morse sent the message,
"What hath God wrought?" over his telegraph wires. A new era had begun.5

Morse’s invention spread rapidly and had immense impact across a wide range of human
activities. Within a year of Morse's first message, the United States had almost 1,500
kilometers of telegraph lines in place. By 1851, fifty companies were in the telegraph
business in the U.S.6 but by 1861, Western Union had emerged as a monopoly in the
telegraph business.

In the United States, the use of the telegraph chronologically and geographically closely
paralleled the expansion of the railroad system. Each fueled the success of the other. The
telegraph helped railroads communicate and function more efficiently, and railroads in
turn expanded the American telegraph network, making it even more effective than it had
been. Before the end of the century, communication in the U.S., according to one source,
no longer relied solely on a physical infrastructure that "depended on the speed of horses,
ships, runners, and railroads."7 Even though the telegraph was at first vulnerable to
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disruption and loss of signal, it soon rivaled the national postal service in volume of
service.

The telegraph quickly entered widespread use outside the United States. As early as
1851, the telegraph expanded the internationalization of financial markets as it connected
the London and Paris stock exchanges.8 By the end of the century, business interests and
government offices throughout Europe were linked by telegraph. Indeed, the telegraph
transformed the conduct of virtually every business transaction and government action
since messages were now sent rapidly and accurately over long and short distances.

This was an immense boon to businesses, government, and almost very other form of
human interaction as well. With the telegraph, person to person messages could be
rapidly transmitted across physical boundaries such as mountains and rivers, thereby
creating more opportunities for business expansion and coordination. Much to the
consternation of more conservative rulers of the day, the telegraph could also transcend
national boundaries, thereby challenging the sovereignty of the nation-state and its ruler.
The economic and political ramifications of such capabilities were immense.

The introduction of the telegraph also had an extensive impact on military affairs. For
example, during the American Civil War, the military used the telegraph to direct troops,
provide logistical support, enhance military efficiency and organization, and relay
strategic and tactical intelligence about enemy movements and actions.9 For example,
one of the first uses of the telegraph during the Civil War occurred on April 15, 1861,
when President Abraham Lincoln sent a telegraph message calling for 75,000 troops to
defend Washington. Lincoln received an immediate response via telegraph that 90,000
troops were ready.

The telegraph played a major public policy role in the war efforts of the North and the
South. It helped the news media of the day keep citizens informed in near real time about
the war and the course of battles, and it provided the northern and southern governments
with a new medium through which they could try to mold public opinion. The telegraph
also had a significant impact on the way governments related to the rest of society. For
example, in the U.S., organizational foundations for expanded military use of the
telegraph were laid throughout the Civil War as the American Telegraph Company
extended its facilities to the War Department. Recognizing the importance of the
telegraph to the war effort, Congress in 1862 passed legislation that enabled President
Lincoln to take control of all telegraph lines in the United States.

This led directly to the development of the civilian U.S. Military Telegraph Corps, which
soon employed 1,000 operators and hundreds of other workers. Serving the
administrative, logistic, strategic, and tactical needs of the War Department and northern
armies in the field, the Military Telegraph Corps between May 1, 1861, and June 30,
1866, constructed 15,389 miles of telegraph lines.10

In addition to the Military Telegraph Corps, a Signal Corps was formed as a branch of the

military under the direction of the War Department. The Signal Corps often competed
with the Military Telegraph Corps even though both served the same war effort. By the
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end of fiscal year 1865, the Military Telegraph Corps had sent about 6,500,000 messages
at a direct cost to the Government of $2,655,500. By comparison, the direct cost of Signal
Corps messages for the same period was $1,595,257.11

The newness of the telegraph combined with the sudden onset of the war were primarily
responsible for the development of these two overlapping organizations with similar
responsibilities. At the end of the war, the Military Telegraph Corps was dissolved and
the Signal Corps remained. But there was absolutely no doubt that the telegraph and the
railroad were the most significant logistical and communication innovations of the Civil
War. Both had an immense impact on virtually all future major wars.

The telegraph also had a sizable impact on late nineteenth century and early twentieth
century foreign policy and diplomacy. With the telegraph's capacity to send messages in
near real time over long distances, many capitals of Europe before the end of the century
were linked together by telegraph. With embassies connected by telegraph to their home
foreign ministries and sometimes to their home chief executive, ambassadors, long used
to operating on their own, increasingly received instructions about pressing issues from
their home office. Not surprisingly, the volume of diplomatic traffic increased as
embassy-home ministry links improved and as the difficulty and cost of sending
messages decreased. Diplomatically, then, Europe became a much smaller place because
of the telegraph. Although it is too much to argue that the European balance of power
system of the late nineteenth and early twentieth century remained stable for as long as it
did because of the telegraph, the rapid flow of messages between capitals that the
telegraph made possible significantly increased the amount of information that European
decision makers had at their disposal and certainly facilitated the coordination of policy
positions and actions.

The telegraph also soon increased the speed and timeliness of information flows between
continents. Efforts to link Europe and the U.S. by telegraph in the form of submarine
cables proceeded apace during the 1850s and 1860s. The first effort, headed by the
American Cyrus W. Field in 1857, failed when the submarine cable snapped. Field’s
second attempt also failed, but in 1858, a third try succeeded. Over 700 messages were
sent via submarine cable before it failed later in the year. Despite the potential benefits of
a cable link between Europe and the U.S., Field could not raise sufficient funding for the
next attempt until 1866. This attempt succeeded, and Europe and the U.S. have been
linked ever since. Instantaneous communication was thus possible between continents.

At the level of the international system, the implications of submarine cables for foreign
policy and diplomacy were staggering. As long as submarine cables and telegraph lines
linked their location of service with the home capital, foreign ministries, executive
offices, and military commanders had potential to communicate with their direct reports
regardless of where those reports were anywhere in the world. Diplomatic and military
command and control were therefore significantly enhanced. One indication of the
potential impact of this came in 1903 when U.S. President Theodore Roosevelt sent a
message around the world in only nine minutes.
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By the end of the nineteenth century and beginning of the twentieth century, then, the
telegraph had made the world a smaller place. The telegraph had lessened the constraints
imposed on communication by distance, time, and location to a greater extent than all
previous improvements combined.

But this did not mean that time and distance no longer posed problems for human
communication. Obviously, they still did. At the same time, however, other forms of
communication were being developed that further abetted humankind's ability to
communicate faster and more effectively.

The Telephone. The telephone, building upon the success and technology of the
telegraph, is one of the most influential developments in communications history. The
first telephonic device that could transmit sound electronically was built in 1861 by the
German scientist Johann Philip Reis. Even so, the invention of the telephone is generally
credited to Alexander Graham Bell in 1876.

Bell, a Scotsman who emigrated to the United States, worked for the Western Union
Telegraph Company. Bell and his assistant, Thomas Watson, discovered a method to
transmit sound and the human voice by electric current. Even though others argued that
they had invented the telephone earlier, Bell received the patent for the device and in
1877 founded the Bell Telephone Company. Twenty two years later, the Bell Telephone
Company was renamed the American Telephone and Telegraph Company (AT&T), a
name that it has to the present day.

Like the telegraph before it, the telephone had a profound impact on business,
government, the military, foreign policy, and almost every other arena of human activity.
Less than 25 years after its invention, the telephone was in widespread use in Europe and
the United States. In the United States, one of the primary reasons that this occurred—
beyond the obvious reasons of ease of use and improved communications—was the
principle of universal service.

Because of universal service, extensive long distance and local lines were built during the
1870s and 1880s. These lines created a vast communication network for direct person to
person contact. By 1900, the United States had one million telephones in use, with local
systems linked into a national telephone network.12 In 1910, the federal government
moved to exert its influence over this network when Congress passed the Mann-Elkins
Act, which established the Interstate Commerce Commission (ICC). The ICC had
jurisdiction over all telephone service and other interstate business.

Meanwhile, outside the U.S., other industrialized countries created their own telephone
networks, many with government oversight and sometimes control. Telephone use was
widespread in Europe, but until low cost long distance service was later developed, most
telephone use was restricted to local or inter-urban calls. Indeed, recognizing the potential
economic and security implications of unfettered international telephone use, many states
guarded their control of trans-border telephone (and telegraph) communications.
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In the United States, the Bell System grew as it acquired smaller companies during the
first three decades of the twentieth century. By the 1930s, the Bell System had acquired
monopoly status, which it retained into the 1970s. The Communications Act of 1934 was
an important factor in AT&T’s growth, defining the company as a common carrier that
could transport telecommunication traffic over facilities that were available on an equal
basis to all paying customers, but which could not have a financial interest in the creation
of the content carried.13 AT&T’s monopoly status led to increased power and influence
for the company, which in turn led to increased government regulation of AT&T.

Most astounding, however, was the growth of the use of the telephone. Founded upon the
premise of universal service delivered by a universal phone system that supplied superior
service at low rates, the Bell System delivered as promised, both in local communications
and long distance communications; by 1939, the number of telephone calls in the U.S.
exceeded the number of letters mailed.14

In addition, AT&T formed Bell Telephone Laboratories, also known as Bell Labs, which
provided the company and the country with cutting edge technologies. Indeed, scientists
from Bell Labs received more Nobel Prizes than any other organization in the world by
discovering or developing technologies such as microwave radio, mobile radio, cellular
radio telephony, coaxial cables, semiconductor technology including the transistor,
optical fibers, and electronic switching.15

As the twentieth century progressed, the telephone became ubiquitous, especially in the
United States and to a lesser degree in other industrial societies. In business, the
telephone speeded transactions and enhanced communications and coordination even
more than the telegraph. In government, its impacts were much the same. In military
affairs and foreign policy, the telephone, like the telegraph before it, provided
opportunities for enhanced coordination and greater efficiencies through rapid person-to-
person communication at a distance. In military affairs specifically, one analyst noted that
the telegraph and telephone together "quickened the pace of warfare by shortening
response times and increasing flexibility."16 The same analyst further observed that
"coupling this speed of information communication with the effect of the railroad on
speed of movement, the nature of land warfare was changed in scale by two primarily
civil inventions."

By the early twentieth century, then, the telegraph and telephone had transformed human
communications. Distance, time, and location still presented difficulties for
communications, but the difficulties were by no means as significant as they had been
only 25 years earlier. Nevertheless, communications were still constrained by location
since both the telegraph and telephone required lines over which signals could be sent.
Obviously, this meant that senders and receivers were fixed to locations at which sending
and receiving equipment was available. As the first modern information revolution
progressed, however, this soon changed.

Radio, the "Wireless Telegraph." In 1894, Guglielmo Marconi, an Italian citizen, sent the
world’s first radio signal over a three kilometer distance. When the Italian government
turned down Marconi’s offer to provide it with his new invention, he traveled to Great
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Britain, where he secured a patent for his radio. When he demonstrated his radio’s ability
to send messages from shore to ship and between ships that were beyond each other’s
line of sight, the British and U.S. navies moved to adopt this new technology to enhance
communications at sea. Even more impressively, Marconi in December 1901 sent a
message 3,540 kilometers across the Atlantic Ocean from Cornwall, England, to St.
John’s, Newfoundland. Eight years later, Marconi received the Nobel Peace prize in
physics for his accomplishments.17

At first, radio use was relatively limited because only Morse code could be sent. Even so,
increased numbers of commercial and naval vessels were equipped with radio, and the
use of radio on land also expanded. However, when Reginald Fessenden discovered in
1906 how to send voice and music via radio, the slowly expanding non-maritime use of
radio became an avalanche. By the 1920s, over 600 radio stations broadcast in the United
States alone, many of which were owned by nationwide radio networks.18 Other
American businesses realized that the new technology afforded significant advantages,
and radio was quickly employed to advertise and publicize as well as to entertain and
educate.

Because of the growing importance of radio to American business and society, Congress
in 1927 passed the Radio Act and created the Federal Radio Commission to regulate the
industry.19 Perhaps the single greatest indication of the growing importance of radio in
the United States was the trend in advertising revenue; in 1943, money spent on radio ads
for the first time surpassed the amount of money spent on newspaper ads.20

Throughout this period, the U.S. Government and the U.S. military played a major role in
the development and use of radio. During World War I, the government and military used
radio extensively for communications, command and control, and related purposes. In
addition, the Navy pressured inventors such as Marconi, Fessenden, DeForest, and
Armstrong to put an end to their disputes over patents, thereby helping standardize radio
technology.21 And in April 1917, at the onset of U.S. entry into World War I, President
Woodrow Wilson commandeered all wireless radio stations in the United States and its
possessions. Throughout World War I, Marconi and others in the radio industry fully
cooperated with the war effort and with the Government as it extended its control over
radio.22

Military use of radio expanded even more during World War II. Every major
international actor in the war used radio extensively in all branches of their armed
services. The radio gave commanders more flexibility with troops, allowed greater
mobility, and enhanced overall command and control. Indeed, without the radio,
Germany’s "Blitzkrieg" warfare could not have been implemented. Meanwhile,
governments used radio to inform—and sometimes misinform—their citizens about the
progress of the war, to promote nationalism, and to spread propaganda. Some analysts
even argued that radio was the "paramount information medium of the war, both
domestically and internationally."23

Radio also contributed to the Allies' war effort in its application to radar, an acronym for
"radio detection and ranging." Although Hertz demonstrated in 1887 that radio waves
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could be reflected from solid objects, the technology was not put to use until 1935 when
Watson-Watt in Great Britain created a successful aircraft detection system.24 This
provided Great Britain with a decided advantage in the early years of the war.

Indeed, radar was used so successfully in the war that Germany blamed the defeat of the
Luftwaffe during the Battle of Britain on Britain’s radar and fighter control network.25
Other experts argued that "the whole evolution of sea warfare in World War II revolved
around radar" since radar aided planes taking off from carriers to find the enemy and
aided them in their return.26 British and American scientists improved the capability of
radar throughout the war, while Germany and Japan lagged in the development and
utilization of this key new technology.

The Impacts of the First Modern Information Revolution

By the end of World War II, the technologies of the first modern information revolution
had had a massive impact on the way people lived and worked; on the way that
businesses and governments conducted their affairs; and on the way that wars were
fought and peace was pursued. With their efforts to communicate less hampered by
distance, time, and location than ever before, people knew more about what was
happening nearby and far away than they had in the past, factored this knowledge into
decisions that they made, and changed their perspectives on local, national, and
international affairs.

Despite the magnitude of change that this revolution brought to humankind’s ability to
communicate, the technologies of the first information revolution did little to alter the
structures of the major international actors or the international system. These
technologies came of age during an era in which international affairs was dominated by
European states. Europeans had divided most of the rest of the world outside Europe into
colonies, and there was little on the horizon to indicate that this would change.
Meanwhile, in Europe itself, a balance of power system held sway, with Great Britain
acting as the principal balancing agent.

In this international system, states were the primary types of international actors, and
throughout this era, they remained the primary actors. Indeed, if anything, European
states used the new technologies to enhance their preeminent positions in the global
power structure to improve their ability to communicate with their far-flung empires and
to command and control political and military forces.

As for other types of international actors, even though business use of these technologies
proliferated dramatically, the volume of international trade and the impact of
international business on world affairs remained small during the late nineteenth and
early twentieth centuries. Despite improved information and communication capabilities,
businesses that operated internationally remained structured primarily as "mother-
daughter" arrangements in which the central office granted autonomy of operations to
overseas subsidiaries. Other types of international actors such as intergovernmental and
nongovernmental organizations remained inconsequential on the international scene.
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All told, then, even though the technologies of the first modern information revolution
had an immense impact on how people lived and conducted their lives, on the way
businesses and governments ran their affairs, and on the way diplomacy and war were
conducted, the first information revolution had little impact on the structure or function of
international actors or on the international system.

The Impacts of the Second Modern Information Revolution

As World War II drew to a close, most people recognized that information and
communication technologies had made the world a much smaller, if not necessarily
better, place. However, with World War II in the Pacific Theater having been brought to
a close by the most awesome weapon ever invented, few people recognized that even
more significant technological breakthroughs in information and communication
technologies were just over the horizon.

Centered on television, early generation computers, and satellites, the second modern
information revolution reduced the impact of distance, time, and location on human
communications as much if not more than the technologies of the first information
revolution. They also significantly enriched the communications experience. The second
modern information revolution had sizable impacts on the workplace and economic
affairs, on culture and society, and on military affairs and international relations.

The impact on the workplace and economic affairs was easy to discern. In the decade
following World War II, as the rest of the world rebuilt from the devastation caused by
the war, the United States’ economy changed steadily from an industrially based
economy to one based on services. During this time, the number of workers in service
industries in the United States grew rapidly, eventually rising in the 1960s to outnumber
blue collar workers. Information became a commodity in its own right, and its
management and distribution became a major factor in the American economy. New
industries developed based on technologies that satisfied these needs. This phenomenon
began in the United States, but it soon assumed global proportions as information and its
collection, management, and distribution became the hallmarks of advanced industrial
societies around the world.

New information and communication technologies also found prominent places in
American homes and soon thereafter in homes around the world as the television and
eventually the computer entered global society’s mainstream. As the new technologies
spread throughout society, their influence began to change cultural relationships and
values. In many homes, the television became a central focus of family life, altering the
way people interacted with one another and the way that they spent their time. Often, it
introduced new values that competed with traditional ways of viewing the world and
conducting activities. It also provided more sources of information, sometimes with a
sense of greater immediacy, than had previously been available.

These new technologies were not restricted to the workplace and the home. Military
affairs and international relations also were strongly affected by these new technologies,
with the military and foreign policy priorities of the United States and its allies as well as
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the U.S.S.R. and its allies helping drive complementary and sometimes converging
research in telecommunications, computers, and satellites. Indeed, the combination of
these technologies increased military capabilities, provided diplomatic affairs in remote
areas of the world an urgency that they previously had lacked, and arguably helped lead
to the collapse of the bipolar international system.

This, then, was the second modern information revolution, centered on television, early
generation computers, and satellites. Television was a qualitative improvement over
radio, allowing much greater bandwidth to be transmitted in a form more immediately
accessible and powerful. Computers provided individuals and organizations with a much
greater capability to collect, analyze, and utilize information. And satellites greatly
extended the global communications infrastructure. As with our discussion of the first
modern information revolution, we will discuss each technology separately.

Television. Although it was invented before World War II, television had no real impact
on human institutions and activities, international actors, or the international system until
after the war. However, when TV took hold, its impact was immense, first within the
United States, then within other industrialized states, and eventually throughout the
world.

As a technology, television developed gradually. In the 1920s, Philo Farnsworth,
Vladimir Zworykin, and Allen Dumont contributed significantly to its development. In
1922, Farnsworth invented the process of scanning an image in a series of lines. In 1928,
he announced the development of an all electric television system. Meanwhile, Zworykin
in 1923 developed the iconoscope tube and the kinescope television tube in 1926. At the
same time, Allen Dumont developed the basic technology for a receiver picture tube.27

During the 1930s, several major American corporations, most notably the Radio
Corporation of America, General Electric, and AT&T, recognized the commercial
potential of television and invested millions of dollars in its development.28 Businesses
and governments outside the United States, especially in Germany, also pursued the
nascent technology. By 1936, German television had advanced to the point that
experimental broadcasts of the Berlin Olympics were distributed to selected sites in the
German capital.29 In the United States, the first American television broadcast was of the
1939 Harvard-Yale baseball game.30

During World War 11, television was little more than a technical curiosity. After the war,
this changed rapidly. As TV quality improved and programming became more widely
available, Americans led the way in buying televisions. As the only industrial state left
unravaged by war, the United States was the only major country whose citizens had
enough wealth and leisure time to pursue such a diversion. Indeed, the rapidity of
television’s penetration of the American market was astonishing; in 1945, only a fraction
of one percent of all American families had televisions, while 10 years later, the figure
had leaped to 72 percent.31

In the U.S., RCA led in the manufacture of television sets for commercial sale. It was
soon joined by other firms that sought a share of the growing television sales market.
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Three privately owned television networks also emerged in the American market in the
post-war years: ABC, CBS, and NBC, and they monopolized American television
programming. At first, television programming closely paralleled that of radio
broadcasting.

By the 1960s, television had become one of the most influential and pervasive technical
developments in history, not only in the United States, but also in other industrialized
states. TV’s presence and influence also spread into many of the least developed
countries of the world. Even residents of impoverished urban tenements and isolated rural
villages found television’s lure irresistible.

Wherever it was introduced, TV had a dramatic effect on society and public opinion.
Because of television, men and women saw people and places and heard ideas and
viewpoints that earlier, they might never have seen or heard in their lifetime. Recognizing
this, many countries developed state-owned or state-controlled television stations,
networks, and programming capacity. Other countries, like the U.S., emphasized
privately owned stations, networks, and programming capabilities. Still others moved
toward a mix of state-owned and privately owned stations. Regardless of whether TV was
publicly controlled or privately owned, everywhere it was a medium for educating,
informing, entertaining, and propagandizing.

In the eyes of many, television by the 1960s had also led to the expansion of U.S.
cultural, economic, and political influence around the world. With the United States
leading the way in the production of television programming, programs made in the
United States dominated television broadcast time in many countries. This led many
countries in the developing world to accuse the U.S. of "electronic imperialism." Even in
developed countries like France, the dominance of U.S.-made programs became a source
of considerable concern and has resulted in regulations aimed at limiting the amount of
U.S.-produced programming.32

Television also had an extensive impact on business. In the United States, business
advertising became one of the chief ways to finance privately owned television stations
and networks. TV's ability to reach diverse people thus transformed the way businesses
approached marketing efforts.33 At the same time, with the dominance of U.S. programs
in many countries, familiarity with U.S. products as well as lifestyles increased around
the world.

Television’s political role also grew immensely. By 1960, TV had become so powerful a
medium within the United States that many analysts believed that the televised 1960
presidential debate between John Kennedy and Richard Nixon won the election for
Kennedy. Later in the decade, with the Vietnam War being projected directly into
American living rooms, TV was widely believed to have accelerated the growth of
opposition to the conflict.34

Many people also believed that TV was a powerful tool for projecting social morals and
norms. Given this belief, many argued, the content of TV programming must be screened
and if need be censored. At the national government level, some governments insisted
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that TV programming include values that they wanted their citizens to emulate. Other
governments censored program content to ensure that it coincided with government
preferences. Recognizing the potential of television to influence outlooks and attitudes,
many governments around the world used television as a tool through which their
"official" interpretation of world events, public policy, and national programs could be
promulgated. Communist governments in the Soviet Union and Eastern Europe were
especially notorious for this approach, although they were by no means the only ones that
used television this way. Such efforts have not always been successful. For example,
there is substantial evidence that the growth in acceptance of Western lifestyles,
consumerism, and pro-democracy sentiment that helped bring about the collapse of
communism in Eastern Europe was sped by trans-border television broadcasts from
Western Europe.35

Television, then, had and has a ubiquitous impact. By the 1960s, it had carved out a place
for itself in virtually every country, and it penetrated virtually every realm of human
endeavor. What is more, its influence continued to grow, especially after it was married
with satellite technology during the late 1960s and 1970s. Television’s ability to provide
graphic visual images was enhanced by the immediacy provided by global satellite
networking. With the marriage of satellite technology and television, people around the
world were able to see not only what had happened, but also what was happening as it
happened. The implications of this for international affairs were immense.
Ironically, when television was in its infancy, few people expected its influence to be so
pervasive. The same is not true for the next technology of the second information and
communication revolution that we will explore: early generation computers. From the
time that they were invented, many people expected the impact of computers to be
immense.

Early Generation Computers. The impetus behind much of the development of early
generation computers was provided by military needs. According to one noted analyst,
"the military, particularly in America, has been involved with computers almost from the
beginning, not only as users but also as active consumers who... frequently laid down
specifications and provided funds for development."36

The first electronic computer was invented by John Vincent Atanasoff, who produced
working models of data processing units and computer memory at the University of lowa
in 1939. The British mathematician Alan Turing followed close on the heels of
Atanasoff, developing "Colossus," the first working digital computer, during World War
IT to crack Nazi war codes and gain access to Adolf Hitler’s military plans.37 "Colossus"
was in many ways as strategically important to the Allied war effort as radar.

World War II also demonstrated the need for high-speed complex mathematical
computations to help aim artillery and rocket fire. Efforts were undertaken throughout the
war to develop this capability, eventually leading in 1946 to the creation of the Electronic
Numerical Integrator And Calculator (ENIAC) at the University of Pennsylvania.
Invented by J. Presper Eckert and John Mauchly, ENIAC contained 17,000 vacuum
tubes, weighed thirty tons, and occupied 15,000 feet of floor space. John von Neuman
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also made significant contributions to the development of the modern computer with a
1945 paper that outlined the design for a high-speed digital computer with memory.

ENIAC and other first generation computers used vacuum tubes to perform their
calculations. Although first generation computers were a significant step forward, the
vacuum tubes upon which they were based generated considerable heat, could not be
miniaturized, and often burned out. Thus, it was a major breakthrough in 1947 when
William Shockley, Walter Brattain, and John Bardeen invented the transistor. The
transistor became the basis for a second generation of computers that emerged in the
1950s and 1960s. Second generation computers were smaller, faster, and more reliable
than their first generation counterparts.

A third generation of computers based on integrated circuits emerged as computer
technology continued its rapid advance.38 Much of the ongoing research was funded by
the U.S. Department of Defense. The unique relationship that developed between the
government, the military, and industry helped create an innovative environment for the
invention of information and communications technologies. The military used computers
not only for fire control and related purposes, but also for more elementary purposes such
as establishing constant centralized control "over the exact whereabouts, status, and
condition of the last nut and bolt intended for the last tank of the last battalion."39

Early generation computers also had a large impact in business and non-military sectors
of government in areas as diverse as information and data storage, management, and
manipulation; inventory monitoring and control; and communications. In the context of
communications, one area that requires special mention is the development of
computerized switching networks. Computerized switching networks made it possible to
create a global switching network utilizing cables, microwaves, and satellites so that
users of most of the world’s estimated 700 million telephones could talk to each other via
standard voice communications or via facsimile machines. Computerized switches also
made automatic dialing and call-back dialing an operational reality.
With the use of modems and other devices, computers attached to phone lines could also
talk to other computers regardless of location. Thus, computer advances permit
information and data to be transferred globally on virtually a moment's notice. This led to
the beginning of the globalization of banking and reservation services, the enhancement
of global databases, and the development of global electronic mail.40

As rudimentary as they were, early generation computers enabled people to store, track,
and manipulate more data faster than had ever before been possible. They also linked far-
flung locations of the world together more closely than they had ever before been linked.
With their capacity to store, track, manipulate, and distribute data rapidly, early
generation computers, especially in industrial societies, changed the ways that people
related one to another; altered the ways that the affairs of business, government, and the
military and foreign policy establishments were conducted; and laid the groundwork for
changing the structures of and relationships among international actors.

Satellites. Satellites were also an important component of the second modern information
and communication revolution. Because of their location, satellites could relay telephone

26



and television signals over vast areas of the earth. More than any other single technology,
satellites provided the capability for real-time global communications. What is more,
satellites, when married with television, provided people with the ability not only to hear
what was happening virtually anywhere in the world as it actually happened, but also to
see events "live." The development of reliable satellites thus had dramatic economic,
industrial, cultural, military, and political implications for human interactions and
outlooks, and for the international system.41

As with computers, the military led the way in developing satellites. The first U.S.
military communications satellite, SCORE (Signal Communications by Orbiting Relay
Equipment) was launched on December 18, 1958, one year after the Soviet Union
launched Sputnik I. Since then, military communication satellites have acquired multiple
uses including routine communication, command and control of forces in the field,
reconnaissance and surveillance, meteorology, and navigation.42

Beyond their military utility, satellites have extensive civilian use, having played a major
role in civilian global communications since the mid-1960s. The introduction of satellite
communications to the civilian sector began in July 1958, when the U.S. Congress passed
the National Aeronautics and Space Act, which created NASA as a civilian agency to
pursue space activities. Four years later, the U.S. Congress created the Communications
Satellite Corporation to develop national communications satellites and also passed the
1962 Federal Communications Act, which allowed the FCC to regulate the operation of
all communications satellites.43

The first true civilian telecommunications satellite, Syncom III, was launched into orbit
in 1964. The world’s first commercial communication satellite, "Early Bird," was
launched the following year. It carried only 240 voice channels or one television channel,
but it was the beginning of a massive civilian global communication revolution. Although
at first only the U.S. and the U.S.S.R. had satellites, the technology proliferated when
seven countries formed the International Telecommunications Satellite Organization
(INTELSAT) to create a global commercial satellite system. One of INTELSAT’s more
notable accomplishments was its global broadcast on July 20, 1969, of live television
coverage of the Apollo 11 moon landing.44

Since then, communication satellites have led to the formation of a true global
communication network. Theoretically, a global satellite communication network could
employ as few as three satellites, but in fact many satellites make up the present-day
satellite communication network. Most low and middle latitude countries use satellites in
geosynchronous orbit 23,000 miles above the equator, but countries in higher latitudes
often use satellites in elliptical orbits because they have difficulty receiving signals from
satellites over the equator.

Satellite communications improved tremendously over the first three decades of use.
During the early years of satellite communications only a few hundred channels existed,
but thousands are now available for telephone, television, and data transmission. Direct
broadcast satellites allow companies and countries to beam broadcasts into any location
that has a receiver. Store-and-forward satellites, once the domain of government
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intelligence and military communities, are now commercially available as well, thereby
allowing private users to send data and information to a satellite, and have the satellite
broadcast the data and information at a later time to a single-site user.

Increased access to satellite communications has already tied the world more closely
together as virtually every form of communication can now be transmitted globally on a
moment's notice. Global telephone and television satellite transmissions are common.
Companies use communication satellites to transmit even the most sensitive data and
information throughout the world. Two-way global teleconferencing is increasingly
available.

Satellites, then, when married with other technologies of the first and second modern
information and communication revolutions, provided the world with a virtually
instantaneous global communication capability. Some say that this capability is leading to
the development of a sense of global community. Whether or not this observation proves
factual, it is beyond dispute that satellites have helped make many people more aware of
communities and events in far away places and provided them with a window on
societies radically different from their own.

The Impacts of the Second Modern Information Revolution. How, then, has the second
modern information revolution impacted the shape, relationships, and conduct of human
institutions and human activities, and the structures and dynamics of international actors
and the international system? The answer to this question is exceedingly complex, in part
because the second modern information revolution is so recent that its technologies have
yet to be fully absorbed, diffused, and operationalized.

Indeed, different international actors have absorbed, diffused, and operationalized
television, computers, and satellite technology in different ways and at different rates of
speed. This differentiated pattern and rate of absorption, diffusion, and operationalization
has led to different types and rates of change in different actors on the international scene.

The multinational corporation is arguably the type of international actor that has been
most affected by the second modern information revolution. Businesses transmit
tremendous amounts of information and data throughout the world. In some cases,
geography has little or no impact on business decisions about where to locate. For
example, several U.S. airlines and other reservation services have facilities outside the
United States because of lower labor costs there. Similarly, in international banking and
finance, the ability to transfer funds electronically throughout the world has already had
an immense impact. Some observers believe that the world has already become a single
banking and financial market.45

Advanced information and communication technologies have also influenced the way
some multinational corporations structure themselves. Although forces in addition to
improved information and communication technologies led MNCs to move toward the
adoption of global product divisional structures as opposed to the pre-World War II
mother-daughter organizational structure arrangement, there is no doubt that the
enhanced abilities of MNCs to communicate with their overseas subsidiaries strengthened
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this trend. Further advances in information and communication technologies in turn have
influenced MNC:s to begin developing a distributed network organizational structure.46

The technologies of the second modern information revolution have also accelerated the
trends toward regionalization and globalization of business as more companies in the
1970s and 1980s gained access to less costly global communications capabilities. On a
regional basis, this phenomenon was one of the factors that strengthened pressures in
Europe for movement toward political and economic unity. In short, advanced
information and communication technologies have allowed many firms to become
multinational on either a regional or global basis.

The expanded role of MNCs has raised questions about the ability of individual states to
provide for the economic well-being of their population since significant amounts of
economic activity are being conducted on a transnational or global basis. The recent
growth in global trade, much of it made possible by the technologies of the second
modern information revolution, has been nothing short of phenomenal. As we have
already seen, international finance and banking has been transformed by the ability to
transfer funds electronically throughout the world at a moment’s notice, and many other
service industries are becoming more and more internationalized.

This does not imply that states are in imminent danger of disappearing because of
advanced information and communication technologies. In fact, in some cases, as in
Argentina’s decision to outlaw call-back technology and Egypt’s decision to delay the
implementation of debit card telephone and telegraph charging, states have actively
sought to maintain their sovereignty by attempting to control information and
communication flows. In other cases such as the European Union (EU), NAFTA, and
MERCOSUR, states are positioning themselves to take advantage of such technologies to
increase economic activity and position themselves for future prosperity. In some
instances, for example in the EU’s case, this response opens the possibility of a
movement toward a post-state international era in which a grouping of states cede a
significant part of their decision-making capabilities to a transnational actor.

The technologies of the second information revolution have also had an impact on the
role that non-governmental organizations (NGOs) play in international affairs. Many of
these actors have widely scattered memberships and have become more active, better
coordinated, and more influential as advanced information and communication
technologies have become more widely available. And the technologies of the second
information revolution have already led to the formation of networks among certain
NGOs. For example, the Association for Progressive Communication links 20,000 NGOs
and individual members in 95 countries via electronic mail and facsimiles. Its
membership includes some of the world’s most prominent NGOs and related
organizations such as Amnesty International, Greenpeace, Oxfam, the Sierra Club, many
labor unions, and a host of peace organizations.47

Individuals are also part of this growing global cyber-mainstreet, having ready access to
telephones, electronic mail, and facsimiles whose links transcend national boundaries.
Much of the personal use of these technologies is for social, educational, and business
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purposes. However, on several occasions, including most notably the 1989 Tiananmen
Square massacre and during the 1991 Soviet coup, electronic mail and facsimiles
provided an important link to the outside world for individuals in China and the former
Soviet Union.

At the same time, the ability of the international media to provide foreign perspectives
and outlooks on a real-time basis to virtually every major media outlet in the world has
created a sense of global connectivity, if not community, that has never before existed. It
is too much to argue that this has led to changed views on the parts of individuals about
their role and the role of their countries in the world, but it is not too much to say that to
many individuals, the international media is altering the way that they view themselves
and the world.

At the regional level, the second modern information revolution has also had a
demonstrable impact. As discussed above, advanced information and communication
technologies have increased the flow of information and data transmission across national
boundaries, thereby strengthening the impetus toward greater European integration and
the transformation of the European Community into the European Union. To a certain
extent, it may also be argued that a similar series of events led to the creation of the Asia-
Pacific Economic Cooperation zone and the Free Trade Area of the Americas, although
neither is anywhere near as developed an organization as the EU.

At the system level, the industrialized West’s ability to take advantage of the
technologies of the second modern information and communication revolution helped the
West during the 1970s and 1980s create an uneven economic playing field between the
West on the one hand and the Soviet Union and its allies on the other. For example, in
1978, the Soviet Union had roughly 25,000 computers in operation, while the United
States had over 250,000. By 1988, the Soviet Union had about 150,000 personal
computers, whereas, the U.S. had over 40 million.48 The Soviet situation was further
worsened since the U.S.S.R. was unable and unwilling to incorporate widespread
computer networking into its decision-making processes because of its centralized
political and economic systems.

Throughout the late 1970s and 1980s, then, the Soviet economy fell further behind the
more advanced and technologically sophisticated industrialized democracies of the West
and Far East, due in no small part to the U.S.S.R.’s inability and unwillingness to
participate fully in the second information revolution. In simplest terms, the Soviet Union
could not compete against knowledge-based technologies integrated into market driven
economies.

Mikhail Gorbachev recognized this, and therefore instituted a set of reforms in the
U.S.S.R. to address these and other problems.49 Gorbachev’s reforms, however, had
unintended consequences. Intended to decentralize economic decision making and lead to
improved production, they instead increased confusion and economic uncertainty in the
U.S.S.R., and Soviet production declined. Designed to encourage popular support for
communism by bringing more people into the political decision-making process, they
instead led more Soviet citizens to question the system and eventually reject it. Intended
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to give more Soviet citizens a stake in the system, they instead led to the growth of
nationalism and the eventual dissolution of the U.S.S.R.

In the final analysis, U.S. and Western development of advanced information and
communications technologies coupled with the closed nature of Russian society and the
centralized organizational structure of the Soviet economy played a major role in ending
the Cold War as the Soviet economy proved unable to widely adapt emerging
information and communication technologies. The forces at work that led to the collapse
of the U.S.S.R. were much more extensive than those associated with the second modern
information revolution, but there is no doubt that this revolution helped accelerate the
collapse of the U.S.S.R. and the accompanying end of the bipolar international system.

Conclusions

The preceding overview has shown that during the last century and a half, the first and
second information revolutions had a significant influence on the capabilities and actions
of human beings, states, and other international actors. As technical capabilities
increased, men and women and the institutions that they created found themselves
increasingly able to overcome barriers to communications imposed by distance, time, and
location and to enhance their abilities to exchange information effectively.

However, despite the impact that the first and second modern information revolutions
have had on human activity, the structure and importance of international actors,
multinational corporations excepted, has not yet been significantly altered. States remain
structured much as they were in earlier centuries, and they remain the dominant class of
international actor. International governmental organizations (IGOs) remain creatures of
states, addressing issues that states permit them to address. Advances in information and
communication technologies have allowed IGOs to expand their activities and therefore,
to a certain extent, to increase their their importance, but again only when states
acquiesce. And even though NGOs have taken advantage of information and
communication technologies to better enhance their capabilities, they remain relatively
weak as a class of international actor.

As a class of international actors, only multinational corporations have significantly
altered their actions and their structure as a result of information and communication
technologies. With many MNCs employing advanced information and communication
technologies to degrees unequalled by other international actors outside the military,
decision makers at many MNCs now think and act as a matter of course on a global basis.
Technology has impacted not only the way that MNCs operate, but also the way that they
are structured. Most MNCs have discarded old-style mother-daughter organizational
structure, replacing them with global product division structures, and some MNCs are
now progressing toward a distributed network organizational structure, aided and abetted
by information and communication technologies.

As for the impact that information and communication technologies have had on the

international system, they played only a limited role in the demise of the pre-World War I
balance of power system, the formation of the inter-war collective security system, and
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the collapse of that system. An arguable case can be made that they played a large role in
the half century long survival of the post-World War II bipolar system. A substantial case
can be made that they played a significant role in the collapse of that system and in the
incipient creation of large regional economic trading blocs in the years since then.

What do these historical observations mean for the future? It is too early in our study to
answer this question. However, given the capabilities that emerging information and
communication technologies have and will have, it is a foregone conclusion that they will
play even larger roles in influencing the actions of today’s and tomorrow’s international
actors, on affecting the evolving structure of those actors, and on influencing the way the
international system is shaped.

What will those roles be? How will tomorrow’s international actors and the international
system that they create be influenced by emerging information and communication
technologies? Are trends discernible today that might give us clues about answers to
these and related questions? What issues will confront the international community as a
result of the changes that are sure to come? To begin to answer these questions, we will
turn first to some of the more prominent technologies that comprise today’s information
revolution.
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Chapter 3: The Technologies of the Information Revolution

by David S. Alberts, Daniel S. Papp, and W. Thomas Kemp II1

Spurred on by the Cold War, the United States during the 1950s and 1960s made massive
investments in its scientific and technological infrastructures, particularly those segments
related to national defense. Many of these investments, as discussed in Chapter 1, were a
driving force behind the enablers of the Information Age: semiconductors, computers,
and satellites, some of the primary technologies of the second modern information
revolution.

By the late 1980s, the dawn of yet another information revolution had emerged, this time
spurred by further advances in and wider dissemination of semiconductors, computers,
fiber optics, networking, and other information and communication technologies. While
defense spending played a significant role in bringing about this new revolution, private
companies and individual entrepreneurs were also a driving force behind many of the
emerging new technologies. Many analysts predicted that the effects of this new
revolution would dwarf those that had come before. Indeed, it was at this point in history
when many analysts began to describe the rapidly approaching 21st century as "the
Information Age."1

Subsequent chapters in this book will explore various dimensions of the Information Age.
In this chapter, our task is different. Here, we provide a non-technical overview of some
of the technologies that have the greatest potential to further expand humankind’s ability
to create knowledge and to communicate, and ponder what effects they might have.

The Technologies of the Information Revolution

Many technologies are part of the contemporary information revolution, but eight stand
out: (1) advanced semiconductors; (2) advanced computers; (3) fiber optics; (4) cellular
technology; (5) satellite technology; (6) advanced networking; (7) improved human-
computer interaction; and (8) digital transmission and digital compression. Each will be
discussed separately, although in practice the capabilities of several are often combined.

Advanced Semiconductors. Semiconductors are arguably the technology that has
contributed the most to our current ability to store, process, and communicate
information. Indeed, without the advances in semiconductor technology that have taken
place over the past 30 years,2 information and communication technologies may have
required hundreds of years to advance to their present levels rather than hundreds of
weeks. As Chapter 2 showed, advances in communications and information storage and
processing capabilities were slow in evolving for most of recorded history. However,
with the invention of the semiconductor, the rate of advance in a host of computing
capabilities (including expanded memory, faster speed, improved reliability, and overall
performance) increased dramatically, often approaching exponential growth.

Semiconductors are made by implanting electronic switches onto silicon wafers. First, a
large circular silicon wafer is made. This wafer is then divided into as many squares as
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possible; the larger the circular wafer and the more squares that can be cut from the
wafer, the better. Small electronic switches are then assembled on the cut square wafers.
The final product is a semiconductor.

Semiconductor technology has improved dramatically since the mid-1970s. In 1978, a
computer memory chip held approximately 10,000 bits of information; by 1993, each
chip could hold roughly 10 million bits of information. Throughout this decade and a
half, the amount of computational memory per computer chip increased by a factor of 4
every 3 years.3 This is the equivalent of investing one dollar and having it grow to over
500 dollars in 15 years. These advances were achieved by learning how to more densely
populate each silicon wafer and by improving the switches.

Manufacturers also learned how to increase the size of each wafer, allowing still more
switches to be placed on each. For example, in 1980, an advanced microprocessor
contained perhaps 10,000 transistors; by 1994, this number grew to approximately 100
million transistors, a 10 thousand fold increase. Between 1966 and 1989, semiconductors
dramatically increased in size, from 30 mm to 200 mm, increasing the amount of
information that could be stored from 3,200 bits to one billion bits. Between 1989 and
1996, the productivity of semiconductors increased over 300,000 times. In the future, 300
mm wafers could contain as many as fifty billion bits, a productivity increase of 16
million.4

Simultaneously, the costs of manufacturing semiconductors declined. In 1970, one bit of
information cost roughly one cent to store; by 1990, it cost only one thousandth of a cent
to store. This dramatic reduction in storage cost reduced the cost of manufacturing
semiconductors, and is projected to continue.5

There is, however, a cloud on the horizon for semiconductors. Advances in
semiconductor technology have required finding ways to put additional and/or better
designed switches on silicon wafers and to increase the size of the wafer. Recently,
however, some manufacturers have concluded that the semiconductor is nearing the
physical limits of size and design. Many believe that to continue to improve
semiconductor technology, a new manufacturing process must be developed.6

There may be ways to do this. Presently, the creation of the silicon wafer uses two
materials. A new manufacturing technology for semiconductors might craft wafers from
one material instead of two, thus decreasing the thickness of semiconductors and
allowing them to be used more flexibly. Manufacturers are also experimenting with new
electronic switches for semiconductors as well as bio-switches and other forms of
switches that would increase a semiconductor’s performance without requiring additional
wafer space.

If semiconductor technology is to continue to improve, new advances in electronic
switching and new technologies for semiconductor manufacturing will be needed. Most
experts believe that this will occur.7 If they are right, advanced semiconductors will
continue to be a driving force behind the third modern information revolution.
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Advanced Computers. Computers are central to all facets of automated information
creation, dissemination, and utilization. Since the creation of the world’s first computer,
computer capabilities have improved immensely. Enabled by improved microchips,
today’s computers are much faster, have much larger capacities, and are much more
reliable than those that were used as recently as 2 years ago. Within the information
technology community, there is unanimity that computing capabilities will continue to
expand. Many experts believe that early in the twenty-first century, high- volume
microprocessors will have cracked the so-called "bips barrier" and will be able to execute
over one billion operations per second.8 Beyond this, the U.S. Government’s High
Performance Computing and Communicating Program expects to create supercomputers
with the ability to compute one trillion mathematical operations per second.9

Computers and related technologies are the backbone of the third modern information
revolution. Beginning in the early 1970s, the perfection of very large-scale integrated
circuits permitted hundreds of thousands of components to be placed on one chip. This
led to the development of fourth generation computers,10 which were followed in the late
1970s and 1980s by fifth generation computers such as the Cray super-computer which
used multiple processing units to process data simultaneously in a parallel manner. We
are fast approaching the time when desktop work stations exceed the computational
power of early fifth generation computers. And sixth generation computers that are based
on artificial intelligence are on the horizon.

As computer performance improved during the 1980s and 1990s, computer technology
doubled its price performance ratio roughly every 18 months. This meant that every year
and a half, computers doubled their performance capabilities without increasing their
price. There is every expectation that such price performance improvement will continue
into at least the near-term future. This raises the possibility that as computer performance
improves and costs decline, "ubiquitous computing" will become a reality, that is,
computers will recede into the background of consciousness much the way electric
motors did because they will be everywhere. Nevertheless, computers will still be there.

The transformation of the communications industry occurred when older switching
technologies were replaced by digital switches. Hence, computers are now responsible
for the global transmission and receipt of voice, video, and digital data; thus, given the
volume of global information and communications flows, it is only computerized
switching that allows coordination of the world’s information and communications flows
in a practical and time-effective manner. Computerized switching has contributed to the
creation of a global switching network utilizing cables, microwaves, and satellites so that
users of most of the world’s estimated 700 million telephones can talk to each other via
standard voice communication or via facsimile machines. Nearly all of the world’s
telephone services are now controlled using computerized switching. Computers also
allow consumers cost-effective optional features such as touch-tone dialing, call waiting,
call forwarding, digital voice mail, and conference calling. As important, computers
attached to phone lines with modems and other devices can communicate directly and
automatically with other computers regardless of location.
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What does the future hold for computer technology? Most analysts believe the future will
in many ways be like the past, with continued increases in computational power, greater
reliability, continued miniaturization, and even lower costs arriving in rapid fire order.
Increasingly, portable computers and other personal digital assistants are being used by
business and residential consumers as prices decline, ease of use improves, and features
become increasingly enhanced. Hardware advances may soon bring us "wearable"
computers and "truly personal" computers that will allow more mobility and freedom of
movement for users without sacrificing computing ability.11

Thus, computer advances have helped permit messages, data, and information to be
transferred globally on virtually a moment’s notice. As computers continue to become
smaller and lighter, as computer power requirements are reduced, as power sources
become more portable, and as costs over time decline, computers will become truly
ubiquitous. If the information technology community is correct in its predictions of
continued rapid advances, the implications for humankind’s ability to communicate and
relate to one another, the conduct of the business and government affairs, and the
structure of the international system are immense.

Fiber Optics. Historically, telegraph, telephone, and cable television services were carried
over copper wires and coaxial cables. These are being phased out by a superior
technology, fiber optics. Fiber optics, extremely thin glass fibers, carry light pulses
similar to Morse code from a sending source to a receiving destination. Fiber optic cables
experience lower attenuation and leakage than copper wire, and can carry much more
information and data than either copper wire or coaxial cables. For example, copper wire
can carry 64,000 bits of information per second, whereas fiber optics can carry over a
billion bits of information per second.12

Similarly, coaxial cable can transmit only 2 to 4 audio channels and 60 video channels.
This transmission capacity is adequate for basic telephone and cable television services,
but not for connecting to the "information superhighway." By comparison, a cable
television company using fiber optics can transmit over 500 channels and allow
customers to custom design their own cable television packages.

We have witnessed only the beginning of the expansion of bandwidth offered by fiber
optics. Some experts predict that eventually the capacity of advanced fiber optic cables
will exceed one trillion bits of information per second.13 If this prediction is accurate,
humankind’s capacity to transmit information will expand tremendously as fiber optic
technology evolves and is adopted more widely.

Cellular Technology. Until recently, most commercially available two-way capable
electromagnetic transmitters and receivers that could cover extended distances required
sizable equipment, wire or cable, or some combination of the two. In any case, the
locations from which one could transmit and receive messages were tied to technology
that could be transported only with difficulty.

The advent of modern cellular and related technologies is changing this. The combination
of miniaturization, local radio nets, advanced networks, and improved transceivers that
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make up cellular and related technologies is rapidly cutting through the knot that tied
telephones to wires or cable and that limited the flexibility of telephonic and related
communications.

In the United States and other developed countries, cellular and related technologies
entered widespread use in the late 1970s and early 1980s. Since then, the growth in
cellular technologies use has been phenomenal. For example, in the United States,
commercial cellular systems began operating in 1983; by 1991, approximately 7.5
million Americans subscribed to cellular service; and by 1995, the number had grown to
25 million, with cellular coverage available in half the country. Meanwhile, in Japan,
fewer than 250,000 people used cellular phones in 1989; by 1994, the number had grown
to 2.1 million people; and by 1996, to approximately 11 million people.14

In essence, cellular telephones are mobile radio transmitters and receivers that look and
act like traditional telephones, using radio waves to send and receive messages from
remote non-wired locations. Users operate cellular telephones in much the same way that
traditional telephones are operated. Unlike land-wired telephones, however, cellular
telephones rely on cellular radio towers to transmit messages to and from the cellular
user. Users of cellular systems are therefore not tied to sending and receiving locations
that are connected by wires.

Although commercial cellular systems have been in use only since the late 1970s and
early 1980s, cellular telephone technology is not new. Indeed, it has been used since early
in the twentieth century. For example, during World War I, Motorola produced mobile
telephones for the Allied armies. These mobile telephones for all practical purposes were
the first cellular telephones. Radiophones were similarly used in World War II, the
Korean War, and the Vietnam War.15

Although the technology used for communications in these conflicts remained basically
the same, the size of the radiophone decreased considerably. Whereas a soldier in World
War I required a full backpack to send and receive radio communications, a Vietnam-era
soldier needed only a large radio telephone. Today, most cellular telephones are smaller
than standard line-wired telephones, and many fit into a shirt pocket. All are powerful
enough to send and receive messages several miles. Enhanced miniaturization, advances
in networking, and improved transmitter performance will inevitably expand the adoption
of cellular technology.

Increasingly, cellular telephone users can also send and receive data as more and more
computer users employ cellular telephones in conjunction with computer modems. The
combination of cellular technology and portable computers allows people to exchange
information to and from virtually anywhere in the world in near real time.

Outside the industrialized world, cellular technology is having a notable impact in many
developing states. Newly industrialized countries such as South Korea and Taiwan are
using cellular technology to augment existing line-wired telecommunications networks,
thereby improving their telecommunications infrastructures without expending resources
on land-based telephone lines. Developing countries such as India and some Caribbean
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states are building new national telecommunications networks using cellular technology
instead of traditional land-based line technology.16 For many of these countries, cellular
technologies provide better services than land-lines and have lower installation and
maintenance costs. Cellular technology has thus helped some developing states construct
advanced national telecommunications infrastructures, thereby accelerating economic
development.

The most notable recent advance in cellular technology is the personal communication
system (PCS). Using cellular technology and employing extremely small cellular radio
repeaters to transmit and receive messages, a PCS has several advantages over a
traditional cellular system. First, since a PCS cellular repeater is much smaller than
traditional cellular radio towers and can fit inside an office or room, it is more flexible
than a traditional cellular repeater.17 Second, a PCS also costs less to install and maintain
than a traditional cellular system. However, a PCS also has a disadvantage in that it has a
more limited range than a traditional cellular system and hence requires many more
repeaters to achieve the same coverage.

As cellular systems proliferate, capabilities increase, and costs decline, more and more
people will use cellular technology, and use it not for "emergencies" but as their normal
means of communications. There is no doubt, then, that cellular technologies are having a
sizable impact on the way people interact by eliminating the need to be "connected" by a
tether to a house or an office. Cellular technologies have therefore become a central
feature of the contemporary information revolution.

Satellite Technology. Satellites have played a major role in global communications since
the first true telecommunications satellite, Syncom III, was launched in 1964. The
following year, "Early Bird," the world’s first commercial communication satellite, was
launched. Although it could carry only 240 voice channels or one television channel,
"Early Bird" was the beginning of a massive global communication revolution.18

Since then, the entire world has been linked together via communication satellites.
Theoretically, a global satellite communication network could employ as few as three
satellites, but in fact many satellites, most in geosynchronous orbit 23,000 miles above
the equator, make up the present-day global satellite communication network. Most low-
and middle-latitude countries use these geosynchronous orbits, but countries in higher
latitudes such as Russia often use satellites in elliptical orbits because they have difficulty
receiving signals from satellites over the equator.

Satellite communication has improved immensely during the first several decades of its
existence. Whereas "Early Bird" and its immediate successors carried only a few hundred
voice channels, today’s satellites carry thousands of channels for telephone, television,
and data transmission. Direct broadcast satellites and store-and-forward satellites are the
two main types of communication satellites. A direct broadcast satellite acts as a repeater
for information, allowing a broadcast site to send information to a satellite and have that
information redirected elsewhere in the world. Store-and-forward satellites allow
information to be sent to a satellite, have that information stored until a later time, and
transmit that information exclusively to authorized recipients. Direct broadcast satellites
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are often employed by broadcast and cable television companies, while governments and
private business with sensitive data to protect from unauthorized recipients use store-and-
forward satellites.

Satellite technology, in conjunction with computers, telephones, digital compression, and
other information and communication technologies, has helped build an international
communication infrastructure accessible by governments, business, education, and
private consumers. Satellite technology provides information—particularly defense-
related and weather-related information—previously unavailable to any but major powers
and some international corporations. Satellites have made international telephone calls,
global electronic mail, intercontinental teleconferencing, and worldwide broadcasts of
television events commonplace. Satellite telephone calls, which directly use
communication satellites to send and receive messages, have become the norm rather
than the exception.

Increased access to instantaneous satellite communications has tied the world more
closely together than ever before. As computer advances, digital technologies and digital
compression, and cellular technology are increasingly married with satellite
communication, the global network of communication satellites will evolve into a
seamless information infrastructure that will significantly enhance the value of the
connectivity provided.19

Indeed, in March 1994, William H. Gates, Chairman of Microsoft, and Craig O. McCaw,
Chairman of McCaw Cellular Communications, formed Teledesic Corporation, whose
purpose was to create by 2001 a $9 billion global system of 840 low-orbit satellites.20
Although Teledesic has little likelihood of achieving its goal by 2001, if it or other firms
or government are able to create such a system, instantaneous satellite-based
communications will be available at virtually every spot on earth.

Advanced Networking. Discussed briefly under computing advances, networking has
become a science unto itself. Throughout the world, scientists and engineers are
investigating a host of specific methods and concepts to enhance "connectivity," that is,
the ability of various forms of communication technologies to talk to each other, and to
enhance the speed at which these communications take place.

The largest and best known network is the Internet, used widely in the United States and
around the world by governments, universities, businesses, and individuals. Established
as the ARPANET in the 1980s by the U.S. Government for use by government and
university researchers and analysts to rapidly exchange their research results and ideas,
the ARPANET evolved into the Internet and has since expanded throughout the world.
Information and information-related services of infinite variety can now be found on the
Internet, ranging from stock and commodity prices, instant news and weather updates,
census data, homepages for all manner of organizations, religious tracts, items for sale,
pen pals, and even specialized forms of pornography.

As Figure 3-1 and Table 3-1 show, the growth of the Internet has been explosive both in
quantitative and geographic terms. In 1988, the Internet had barely 100 networks
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connected to it. By 1991, approximately 4,000 networks were attached. By 1995,
approximately 40,000 networks were connected, about two-thirds in the United States.
Globally, a new network joined the Internet in 1995 approximately every half hour from
countries as widely scattered as Algeria, Brazil, Ghana, Kazakhstan, and Vietnam.

Figure 3-1. The Growth of the Internet
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Table 3-1.
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Even more networking advances are on the horizon. For example, the U.S. Government
is pursuing advanced networking under the auspices of the High Performance Computing
and Communication (HPCC) program, which has as one of its objectives the
development of computer networks capable of transmitting a billion bits (i.e., one
gigabit) of data per second. The specific purpose of the HPCC program is to upgrade the
U.S. National Research and Education Network (NREN). It is expected that there will be
significant commercial spin-offs in areas as diverse as credit card validation, banking,
airline and hotel reservations, and outsourcing services. HPCC networking advances will
also play a significant role in creating the "information superhighway," which will link
many different services from a variety of different electronic mediums into one
communication pathway and network.21

The United States leads the world in networking technologies, but even in the United
States, the creation of a completely integrated, high-speed, high capacity network remains
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years away. The creation of such a network that extends beyond the United States linking
different states and regions is even farther in the future. Even so, over time, advanced
networking application and uses will proliferate. Global electronic mail via the Internet is
already a reality, and software systems such as "web browsers" are making it increasingly
easy to navigate. Aside from providing access to the Internet, commercial online services
such as America Online provide a host of value-added services. Advanced networking is
thus a critical technology in the information revolution, with impacts that are only
beginning to be realized.

Improved Human-Computer Interaction. In their 50 years of existence, computers have
terrified many people because of the complexity of their "man-machine interface."
Recently, however, the widespread availability of easily understandable and usable
operating systems and software such as Macintosh and Windows has reduced the level of
fear. Indeed, more and more people have found and are finding that working with
computers is not necessarily all that difficult.

Much of the greater ease of computer use is the result of the greater processing capacity
that today’s computers have. As computer capacities increase, a greater percentage of
capacity can be devoted to simplifying the user interface as opposed to delivering
functionality.

Even easier interface systems that utilize voice recognition and handwriting identification
are in their infancy, with their maturation and proliferation on the horizon. These and
other improved interface technologies promise to open the world of computing to
millions of people who currently avoid computers because of real and imagined barriers
associated with the user interface. This, in turn, implies that more and more people will
exchange messages, data, and information, and find themselves managing, manipulating,
and using data in electronic form.22

Digital Transmission and Digital Compression. Until recently, almost all
telecommunication mediums used analog transmissions, that is, transmissions in which
electrical signals were used to represent the voice, data, graphic, or picture that was being
sent. This is changing as digital technology replaces analog technology. Digital
transmissions use binary digits—ones and zeros— carried as electrical pulses to represent
data and information.

Digital signals have numerous advantages over analog signals. They are completely
accurate and less subject to attenuation. They are the language of computers, and they are
fast. In addition, digital technology allows users to employ a type of shorthand
mathematical approach, digital compression, in which immense data files can be
dramatically reduced in size. Digital compression identifies what part of a picture or data
set is new and what is old, and sends only the new information. This increases the amount
of information that can be sent over a "line" of given capacity.

In basic terms, there are two primary types of compression, "lossless compression" and
"lossy compression." Lossless compression is used when the receiving party must
replicate exactly the data that was transmitted. For example, if text is being transmitted,
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every word or entry sent must be received as sent. However, if pictures are being
transmitted, a certain loss of clarity, focus, or color may be acceptable. Lossless
compression allows less compression. As a result, lossless compression permits a
compression ratio of perhaps only 4 or 5, that is, a transmission length of 20 to 25 percent
of the uncompressed message.

Lossy compression is another matter. Presently, lossy compression ratios in the 20 to 30
range are typical (requiring only three to five percent of the "full" message, and some
experts estimate that lossy compression will allow as much as 100 times the amount of
information to be sent over a given channel. Clearly, if this prediction proves accurate,
both the speed and the capacity of international communication will expand significantly
as digital compression technologies are adopted widely.23

Furthermore, the addition of ISDN services, a digital telecommunications technology that
offers users voice mail, quick and clear video-conferencing, and increased speed for data
transmission, has greatly expanded the role of the telephone for business and residential
use. For example, although facsimile (FAX) technology is not new, only with the advent
of widespread digital telecommunications has the FAX pervaded business, government,
academic, and residential markets. As business and other users in the 1980s found that
new technologies enabled the FAX to quickly transmit even long documents, the use of
FAX machines expanded tremendously. By the 1990s, many business and residential
users had integrated computing and FAX capabilities.

Digital transmission and digital compression are thus critical technologies of the third
modern information revolution. They have already had a significant impact on human
interaction and hold promise to further increase humankind’s ability to overcome
constraints on communication imposed by time, location, and distance.

Types of Impacts

Individually, each technology discussed above will significantly enhance humankind’s
ability to communicate, to utilize information, and to overcome obstacles presented to
communication of distance, time, and location. Taken together, however, the impact that
these technologies may be expected to have will be significantly magnified. Potential
impacts may be grouped into six major areas.

Increased Speed. The speed with which information can be transmitted will increase
significantly, and once received, the speed at which it can be managed, manipulated, and
interpreted will also increase. The speed at which information flows within organizations
and among organizations and international actors will increase, although at differing rates
depending upon on a host of factors. Increased speed will matter more for some uses than
for others. Not surprisingly, some international actors will benefit more from more rapid
information flows than others. But in general, the increased speed of information flow
will serve to increase the tempo of interactions.

Greater Capacity. The capacity to transmit information will also increase significantly as
these technologies are improved. Once again, increased capacity will become available at

46



different rates to different types of organizations. As with increased speed, greater
information and communication capacity will benefit some organizations and
international actors more than others. Here, however, the point to be stressed is that for
many organizations and actors, the ability to transmit and interpret vastly greater amounts
of information will mean that decision makers will have a greatly enhanced picture of the
world, themselves, and others upon which to base their decisions.

Enhanced Flexibility. The seven technologies discussed will also enhance the flexibility
of information flows. Those needing information will be able to reach out and get it from
a greatly increased number of potential sources. Those needing to communicate with
someone will find it easier to do so quickly and directly. Put differently, these
technologies will decrease the location dependence of information and communication
transactions.Once again, enhanced flexibility will be available to some more quickly than
others and will matter more for some than for others.

Greater Access. In addition to increased speed, greater capacity, and enhanced flexibility,
the seven technologies discussed above will provide greater access to people,
organizations, and information to more and more individuals.

Some observers have argued that improved access will lead to the "democratization" of
information and communication flows throughout the world, that is, a decreased ability of
a few (e.g., governments, businesses, and the "haves") to dominate information and
communication channels. This may be true. However, improved access will not occur
throughout the world at the same rate of speed. It will also undoubtedly be organized in
different ways depending on the organization or actor under discussion. And as we have
already discussed, all will not benefit equally. Thus, whether this optimistic scenario of
the democratizing impact of information and communication technologies is accurate
remains to be seen.

More Types of Message. Little more than a century ago, electronic communications was
confined to sending electrical pulses that represented letters of the alphabet a few
hundred miles along wire cables. But today, it is possible to send voice, data, and picture
messages from one side of the world to the other.

To the extent that more complex messages such as pictures more accurately represent
reality and are more quickly absorbed and understood than text messages, the expansion
of message types from text to voice, data, and picture is an important factor in enhancing
the utility of "global connectivity."

Heightened Demand. The impacts of the technologies discussed above are a direct
function of involved technologies. Heightened demand is different as it is not a direct but
a secondary impact, that is, a function of how individuals and other international actors
will react to the capabilities provided by advanced information and communication
technologies. Heightened demand will result from factors such as increased availability,
greater utility, heightened interest, ease of use, and of course, lower costs.
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Like the direct impacts considered, heightened demand for communications and
information will occur unevenly throughout organizations, societies, and international
actors. Heightened demand will act much like a chemical catalyst intensifying the
impacts of technology and hurrying progress.

Conclusions

There is little doubt that these technologies and other advances in related information and
communication technologies will expand humankind’s ability to overcome previous
limitations on the ability to communicate.

But what will be the effects of these immensely expanded abilities to communicate and to
utilize information? Will the effects of these technologies be so significant that the much-
heralded "Information Age" becomes a reality? And what exactly will this Information
Age be like? How will humankind’s established ways of conducting affairs, of
undertaking interactions, and of structuring and organizing society be affected? What
effects, in turn, will our expanded abilities to communicate have on international actors,
their behavior, their structures, their roles in the world, and the international system that
they together create?

These are difficult questions to answer. But it is important to try to find answers to them
since those who best answer them will be better able not only to operate in the
Information Age, but will also be better able to influence how the world will operate and
how it it will be shaped. The rest of this book is devoted to an examination of these and
other questions and issues about the Information Age.
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Chapter 4: What Information Society?*

by Frank Webster

Commentators increasingly talk about information as a defining feature of the modern
world. Much attention is now devoted to the informatization of social life: we are told
that we are entering an Information Age, that a new mode of information predominates,
that we have moved into a global information economy. Many writers even identify as
information societies the United States, Britain, Japan, Germany, and other nations with a
similar way of life. Indeed, it appears that information has "become so important today as
to merit treatment as a symbol for the very age in which we live."1

Just what sense to make of this symbol has been the source of a great deal of controversy.
To some, it constitutes the beginning of a truly professionalized and caring society, while
to others, it represents a tightening of control over the citizenry; to some, it heralds the
emergence of a highly educated public that has ready access to knowledge, while to
others, it means a deluge of trivia, sensationalism, and misleading propaganda; to some, it
was the development of the nation state that promoted the role of information, while to
others, it was changes in corporate organization that led information to become more
critical.

However, a major division of opinion that cuts across interpretations is the separation
between thinkers who, on the one hand, subscribe to the notion that in recent times we
have seen emerge information societies that are marked by their differences from hitherto
existing societies. Not all of these are altogether happy with the term "information
society," but insofar as they argue that the present era is special and different, marking a
turning point in social development, then I think they can be described as its endorsers.
On the other hand, there are scholars who, while happy to concede that information has
taken on a special significance in the modern era, insist that the central feature of the
present is its continuity with the past.

We may separate those who endorse the idea of an information society and those who
regard informatization as the continuation of pre-established relations. Toward one wing
we may position those who proclaim a new sort of society that has emerged from the old.
Drawn to this side are theorists of

e postindustrialism2

e postmodernism3

» flexible specialization4

e the control revolution5

* the informational mode of development6
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On the other side are writers who place emphasis on continuities. I would include here
theorists of

* neo-Marxism7

* regulation theory8

e flexible accumulation9

e nation state and violencel0
* the public spherel 1

None of the latter group denies that information is key to the modern world, but unlike
the former group, they argue that the form and function of information is subordinate to
long-established principles and practices.

In what follows, I pay particular attention to definitions that underpin information society
theorists. The insistence of these thinkers that our time is one of novelty cries out for
analysis, more urgently than those scenarios that contend that the status quo remains. Of
course, it is also unavoidable that in examining information society theorists, I shall
consider aspects of the latter group, since a good deal of this critique requires expression
of their misgivings.

Definitions of the Information Society

In reading the voluminous literature on the information society, many writers operate
with undeveloped definitions of their subject. They write copiously about particular
features of the information society but are curiously vague about their operational
criteria. Eager to make sense of changes in information, they rush to interpret these
changes in terms of different forms of economic production, new forms of social
interaction, or innovative processes of production. However, they very often fail to set
out clearly in what ways and why information is becoming more central today, so critical
indeed that it is ushering in a new type of society. Just what is it about information that
makes so many think that it is at the core of the modern age?

It is possible to distinguish analytically five definitions of an information society, each of
which presents criteria for identifying the new. These are technological, economic,
occupational, spatial, and cultural.

Technological. The most common definition of the information society emphasizes
spectacular technological innovation. The key idea is that breakthroughs in information
processing, storage, and transmission have led to the application of information
technologies (IT) in virtually all corners of society. The major concern is the astonishing
reductions in the costs of computers, their prodigious increases in power, and their
consequent application anywhere and everywhere.
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Because it is now economical and feasible to put computers in typewriters, cars, cookers,
watches, factory machines, televisions, and toys, it follows that we are certain to
experience social upheaval of such magnitude that we shall enter a new era. Many books,
magazine articles, and TV presentations have encouraged the development of a distinct
genre that offers this viewpoint: the mighty micro will usher in an entirely new silicon
civilization.

Somewhat more sophisticated versions of this technological route to the information
society attend to the convergence and imbrication of telecommunications and computing.
They argue that cheap information processing and storage technologies (computers) lead
to extensive distribution. One of the major areas thus impacted is telecommunications,
notably switching centers, which, in being computerized, in effect merge with the general
development of computing and impel still more dramatic improvement of information
management and distribution. This unification is especially fortuitous because the
widespread dissemination of computers means that, for optimum use, they require
connection. In short, the computerization of telecommunications means that,
increasingly, computer can be linked to computer, hence the prospect of links between
terminals within and between offices, banks, homes, shops, factories, schools, the globe
itself.

It is tempting to dismiss technological approaches to the information society. Awed by
the pace and magnitude of technological change, writers naively tell us that "the
computer revolution...will have an overwhelming and comprehensive impact, affecting
every human being on Earth in every aspect of his or her life."12 This tone is
characteristically full of dire wake-up warnings, shallow analyses of the substantive
realm, and the self-assurance that only the author has understood what most others have
yet to comprehend. It presents but a poor case for the validity of technological
measures.13

Nevertheless, if the likes of Alvin Toffler, Christopher Evans, and James Martin impel
one toward ready rejection of technological criteria, it has to be acknowledged that many
more serious scholars adopt what is at base a similar approach. For instance, Williams, a
leading American communications professor, opines that "it [the information society] is a
society where the economy reflects growth owing to technological advances."14 And
Williams is far from alone. In Britain, for example, a much respected school of thought
has devised a neo-Schumpeterian approach to change. Combining Schumpeter’s
argument that major technological innovations bring about creative destruction with
Kondratieff’s theme of long waves of economic development, these researchers contend
that IT represents the establishment of a new epoch. This new techno-economic paradigm
constitutes the Information Age that is set to mature early in the next century.15

Common sense tells us that these technological definitions of the information society do
seem appropriate. If it is possible to see a "series of inventions"—steam power, the
internal combustion engine, electricity, the flying shuttle—as characteristic of the
industrial society, then why not accept the virtuoso developments in IT as evidence of a
new type of society?16 As Naisbitt states, "Computer technology is to the Information
Age what mechanization was to the industrial revolution."17 And why not?
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Unfortunately, technological definitions of the information society must encounter a
number of well-founded objections, including the following:

(1) If technology is the main criterion for defining a society, then why not just call the
emerging era a high-tech society or an automated age? Given the variety of ways to
describe a society in which IT predominates—silicon society, cybernetic society, robotic
age—why choose to designate it an information society? If technology is the key, then
why is the prefix "information" attached?

(2) When one reads of profound and portentous changes that new technology is bringing
about, one cannot but be struck by its palpable presence. There is a self-evident reality
about the hereness of the new technologies. Since each of us can see it with our own
eyes, then it does seem obvious that the technologies are valid as distinguishing features
of a new society.

But probing further, one cannot but be struck also by the astonishing vagueness of
technology in most of these books. We ask for an empirical measure—in this society
now, how much IT is there and how far does this take us toward qualifying for
information society status? How much IT is required in order to identify an information
society? Asking simply for a usable measure, one quickly becomes aware that a good
many of those who emphasize technology are not able to provide us with anything so
mundanely real worldly or testable. IT, it begins to appear, is everywhere ...and nowhere
too.

This problem of measurement, and the associated difficulty of stipulating the point on the
technological scale at which a society is judged to have entered an Information Age, is
surely central to any acceptable definition of a distinctively new type of society. It is
ignored by popular futurists: the new technologies are announced, and it is
unproblematically presumed that this announcement in and of itself heralds the
information society. This issue is, surprisingly, also bypassed by scholars who yet assert
that IT is the major index of an information society. They are content to describe
technological innovations in general terms, somehow presuming that this is enough to
distinguish the new society.

(3) The final objection to technological definitions of the information society is
frequently made. Critics object to those who assert that, in a given era, technologies are
first invented and then subsequently have an impact on the society, thereby impelling
people to respond by adjusting to the new. Technology in these versions is privileged
above all else; hence, it comes to identify an entire social world: the Steam Age, the Age
of the Automobile, the Atomic Age.

The central objection here is not that this is unavoidably technologically determinist—in
that technology is regarded as the prime social dynamic—and as such an
oversimplification of processes of change. It most certainly is this, but more important, it
relegates into an entirely separate division social, economic, and political dimensions of
technological innovation. These follow from, and are subordinate to, the premier league
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of technology that appears to be self-perpetuating, though it leaves its impress on all
aspects of society.

But technology is not aloof from the social realm in this way. On the contrary, it is an
integral and, indeed, constitutive part of the social. For instance, research and
development decisions express priorities, and from these value judgments, particular
types of technology are produced (e.g., military projects received substantially more
funding than health work in the twentieth century western world; not surprisingly, a
consequence is state-of-the-art weapon systems that dwarf the advances of treatment, say,
of the common cold). Many studies have shown how technologies bear the impress of
social values. Again, market power has an obvious influence on what gets manufactured
technologically: corporations think of the customers and potential customers prior to
production so it is not surprising that there are limits to what gets made imposed by
ability to pay criteria.

Economic. There is an established subdivision of economics that concerns itself with the
economics of information. As a founder of this specialism, the late Fritz Machlup (1902-
1983) devoted much of his professional life to the goal of assessing the size and growth
of the information industries. Machlup’s pioneering work, The Production and
Distribution of Knowledge in the United States (1962), has been seminal in establishing
measures of the information society in economic terms.18

Machlup attempted to trace the information industries in statistical terms. Distinguishing
five broad industry groups (two of which are education and media), he attempted to
ascribe an economic value to each and to trace its contribution to gross national product
(GNP). If the trend is for these groups to account for an increased proportion of GNP,
then one may claim to chart the emergence through time of an information economy.
This is just what Machlup proposed in this early study, which calculated that 29 percent
of the GNP of the United States in 1958 came from the knowledge industries, which at
the time was a remarkable rate of expansion.

As early as the 1960s, management guru Peter Drucker was contending that knowledge
had become the foundation of the modern economy as we have shifted "from an economy
of goods [to]... a knowledge economy."19 Today it is commonplace to argue that we
have evolved into a society where the "distinguishing characteristic...is that knowledge
and organization are the prime creators of wealth."20

Probably the best known, and certainly the most cited, study of the emergence of an
information economy conceived on these lines comes in a nine-volume report from
Porat.21 In allocating industries to his five categories, Machlup had adopted Catholic
definitions of "knowledge production,”" broadly including both those that created new
information and those that communicated it. Porat echoed much of Machlup’s approach
in his reliance on government statistical sources to design a computer model of the U.S.
economy in the late sixties, but divided the economy between the primary, secondary and
noninformation sectors. This tripartite schema stemmed from his identification of a
weakness in Machlup’s work, in which there was a failure to account for information
activities that were disguised from initial examination, for example, because they are an
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in-house element of other industries. Porat included in the primary information sector all
those industries that make available their information in established markets or
elsewhere, where an economic value can be readily ascribed (e.g., mass media, education,
advertising, computer manufacture).

This quantification of the economic significance of information is an impressive
achievement. It is not surprising that those convinced of the emergence of an information
society have routinely turned to Machlup and, especially, Porat as authoritative
demonstrations of a rising curve of information activity, one set to lead the way to a new
age.

However, there are difficulties with the economics of information approach.22 One is
that, behind the weighty statistical tables that are resonant of objective demonstration,
there is a great deal of hidden interpretation and value judgment as to how to construct
categories and what to include and exclude from the information sector.

Another difficulty is that the aggregated data inevitably homogenize very disparate
economic activities. In the round, it may be possible to say that growth in the economic
worth of advertising and television is indicative of an information society, but one is left
with an urge to distinguish between informational activities on qualitative grounds. In
asking which economically assessed characteristics are more central or strategic to the
emergence of an information society, one is requesting scholars to distinguish between,
say, information stemming from policy research centers, corporate think tanks
transnational finance houses, manufacturers of 35-mm cameras, software designers, and
the copywriters of Saatchi and Saatchi.

Of course, these economists are concerned solely with developing quantitative
measurements of the information sector, so the issue of the qualitative worth of
information would be of limited relevance to them. However, even on their own terms,
there are problems. One, mentioned earlier, is the question about the point on the
economic graph that one enters an information society. Is it when 50 percent of GNP is
dedicated to informational activities? This may seem to be a reasonable point, one at
which, in straightforward quantitative terms, information begins to predominate. Sadly
for information society theorists, however, we are some distance even from that point.
Replication studies of Machlup and Porat lead one to qualify any initial sighting of the
new age. Rubin and Taylor, in a large-scale update of Machlup’s study, concluded that in
the United States the contribution of knowledge industries to GNP increased from 28.6
percent to 34.3 percent between 1958 and 1980, with virtually no change since 1970, this
constituting an extremely modest rate of growth relative to the average rate of growth of
other components of total GNP."23 Furthermore, the same authors’ replication of Porat’s
influential study found little expansion of the information sector during the seventies
when compared with other contributors to GNP. These econometric studies scarcely
trumpet the arrival of an information society.

Occupational. A popular measure of the emergence of an information society is the one
that focuses on occupational change. Put simply, the contention is that we have achieved
an information society when the predominance of occupations is found in information
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work. That is, the information society has arrived when clerks, teachers, lawyers, and
entertainers outnumber coal miners, steelworkers, dockers, and builders.

On the surface, the changing distribution of jobs seems an appropriate measure. After all,
it appears obvious that as work that demands physical strength and manual dexterity,
such as hewing coal and farming the land, declines to be replaced by more and more
manipulation of figures and text, such as in education and large bureaucracies, then so we
are entering a new type of society. Today "only a shrinking minority of the labor force
toils in factories...and the labor market is now dominated by information operatives who
make their living by virtue of the fact that they possess the information needed to get
things done."24

This trend is seized upon by many reports. For instance, two influential Organization for
Economic Cooperation and Development publications produced figures from all member
countries, signaling "continued growth...in those occupations primarily concerned with
the creation and handling of information and with its infrastructure support."25
Elsewhere, Porat identifies an "astonishing growth rate" of the "information work force,"
which doubled every 18.7 years between 1860 and 1980, thereby propelling the United
States toward "the edge of an information economy."26

The shift in the distribution of occupations is at the heart of the most influential theory of
the information society. Here, Daniel Bell sees in the emergence of a white collar society
(and, hence, information work) and the decline of industrial labour, changes as profound
as the end of class-based political conflict, more communal consciousness, and the
development of equality between the sexes.

I consider and critique Bell’s theorization elsewhere,27 but here it is appropriate to raise
some general objections to occupational measures of the information society. A major
problem concerns the methodology for allocating workers to particular categories. The
end product—a bald statistical figure giving a precise percent age of information
workers—hides the complex processes by which researchers construct their categories
and allocate people to one or another.

Porat, for instance, develops what has become an influential typology to locate
occupations that are primarily engaged in the production, processing, or distribution of
information. His is a threefold scheme that encompasses more than 400 occupational
types that are reported by the U.S. Census and Bureau of Labor Statistics.28

Jonscher simplifies this further still, discerning just two sectors of the economy: the first,
an information sector, is where people whose prime function is creating, processing, and
handling information; the second, a production sector, is where workers are found who
chiefly create, process, and handle physical goods.29

These distinctions appear reasonable, precise, and empirically valid, but there are
difficulties. Not the least is something Porat is well aware of, namely, that "stating
precisely who is an information worker and who is not is a risky proposition."30 Indeed it
is, since every occupation involves a significant degree of information processing and
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cognition. Porat acknowledges this in his attempt to distinguish noninformational from
informational labor on the basis of estimating the degree to which each type is involved
with information. In other words, the categorization is a matter of judging the extent to
which jobs are informational or not.

For example, the railway signal man must have a stock of knowledge about tracks and
timetables and roles and routines; he needs to communicate with other signal men down
the line, with station personnel and engine drivers, is required to "know the block" of his
own and other cabins, must keep a precise and comprehensive ledger of all traffic that
moves through his area, and has had little need of physical strength to pull levers since
the advent of modern equipment. Yet the railway signal man is, doubtless, a manual
worker of the industrial age. Conversely, the person who comes to repair the photocopier
may know little about products other than the one for which he has been trained, may
well have to work in hot, dirty, and uncomfortable circumstances, and may need
considerable strength to move heavy machinery and replace damaged parts. Yet he will
undoubtedly be classified as an information worker, since his work with new-age
machinery suits Porat’s interpretations.

The point to be made here is simple: we need to be skeptical of conclusive figures that
are the outcomes of researchers’ perceptions of where occupations are to be most
appropriately categorized. As a matter of fact, social scientists know very little about the
detail and complexity of peoples’ jobs; there are precious few ethnographies that record
the details of working lives.31 And researchers trying to label "information" and
"noninformation" work are just as much in the dark as the rest of their social science
colleagues.

It has to be said that counting the number of information workers in a society tells us
nothing about the hierarchies—and associated variations in power and estee—of these
people. For example, it could be argued that the crucial issue has been the growth of
computing and telecommunications engineers, since these may exercise a decisive
influence over the pace of technological innovation. A similar, perhaps even greater, rate
of expansion in social workers to handle problems of an aging population and increased
family dislocation and juvenile delinquency may have little or nothing to do with an
information society, though undoubtedly, social workers would be classified with IT
engineers as "information workers."

Or it may be argued that it is an "inner circle" of corporate leaders, quite different from
their predecessors, that is the most decisive index of the information society.32 These are
people who are empowered by communicative skills, analytical abilities, foresight, and
capacities to formulate strategic policies, who also enjoy privileged educational
backgrounds, connections through shared clubs and boardroom affiliations, plus access to
sophisticated information and communications technologies. All of this provides them
with extraordinary leverage over social, economic, and political affairs at the national and
even international level. They are information specialists but radically different from the
run-of-the-mill information workers that quantitative methodologists would crudely lump
them with.
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If one is searching for an index of the information society in these thinkers, one will be
directed to the quality of the contribution of certain groups. Whether one agrees or not
with either of these interpretations, the challenge to the definitions of an information
society on the basis of a count of raw numbers of information workers should be clear.
To thinkers such as Perkin and Gouldner,33 the quantitative change is not the main issue.
Indeed, as a proportion of the population, the groups they lay emphasize upon, while
having expanded, remain distinct minorities—tiny in the case of Useem’s "inner circle"
and more numerous where the growth of professions is identified, but never more than 20
or 25 percent of the workforce.

Spatial. The spatial conception of the information society, while it draws on sociology
and economics, has at its core the geographer’s distinctive stress on space. Here the major
emphasis is on the information networks that connect locations and, in consequence, have
dramatic effects on the organization of time and space. Goddard (1991) identifies four
interrelated elements in the transition to an information society.34

(1) Information is coming to occupy center stage as the key strategic resource on which
the organization of the world economy is dependent. The modern world demands the
coordination of globally distributed manufacture, planning across and between sovereign
states, and marketing throughout continents. Information is axial to these diverse
activities and, thus, is of heightened importance in the contemporary world. It follows too
that information management is of exceptional pertinence and that, as a result, we witness
the rapid expansion of information occupations.

(2) Computer and communications technologies provide the infrastructure that enables
information to be processed and distributed. These technologies allow information to be
handled on an historically unprecedented scale, facilitate instantaneous and "real-time"
trading, and monitor economic, social, and political affairs on a global stage.

(3) There has been an exceptionally rapid growth of the tradable information sector of the
economy, by which Goddard means to highlight the explosive growth of services, such as
new media (satellite broadcasting, cable, video) and online databases providing
information on a host of subjects ranging from stock market dealings, commodity prices,
patent listings, and currency fluctuations to abstracts of scientific and technological
journals.

Complementing these developments has been the radical reorganization of the world’s
financial system, which has resulted in the collapse of traditional boundaries that once
separated banking, brokerage, financial services, credit agencies and the like. Inside this
bewildering world of high finance—which few people understand and still fewer appear
able to control—circulates, in electronic form, dazzling sums of capital (one estimate
suggests there are $2 trillion Eurodollars in the system, though there were none just over
a generation ago).35

(4) The growing "informatization" of the economy is facilitating the integration of
national and regional economies.
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Courtesy of immediate and effective information processing and exchange economics has
become truly global, and with this has come about a reduction in the constraints of space.
Companies can now develop global strategies for production, storage, and distribution of
goods and services. Financial interests operate continuously, respond immediately and
traverse the globe. The boundaries erected by geographical location are being pushed
further and further back—and with them the limitations once imposed by time—thanks to
the virtuoso ways in which information can be managed and manipulated in the
contemporary period.

Added together, these trends—the strategic importance of information, the establishment
of an IT infrastructure, the growth of tradable information, and global integration—
emphasize the centrality of information networks, linking together locations within and
between towns, regions, nations, continents, and the entire world.

As the electricity grid runs throughout an entire nation, extending down to the individual
householder’s ring main, so too may we envisage now a wired society operating at the
national, international, and global levels to provide an information ring main to each
home, shop, or office.36 Increasingly, we are all connected to the network, which itself is
expanding its reach and capacities.

Many writers emphasize the technological bases of the information network.37 Perhaps
predictably then, with these accounts of an emerging network society, considerable
attention is given to advances in and obstacles to the development of an Integrated
Services Digital Network (ISDN) infrastructure.38

However, notwithstanding the importance of technology, and actually providing a
salutary reminder of the easily neglected centrality of telecommunications to IT
developments, most thinkers concerned with the emergence of a network marketplace
place stress on ways in which networks underline the significance of the flow of
information.39

The salient idea here is of information circulating along electronic "highways."
Interestingly, no one has been able to quantify how much and at what rate information
must flow along these routes to constitute an information society. In fact, no one has
produced reliable figures capable of giving us an overall understanding of information
traffic.40 We have data on telephone density in relation to population, figures on the
expansion of facsimile services, statistics for sales of computer systems, automated
telecommunications exchanges, and so on, but lack a clear picture of the size, capacity,
and use of the networks.

Nevertheless, all observers are aware of a massive increase in transborder data flows, in
telecommunications facilities, in communications between computers at every level from
home to transnational organization, in exchanges between stock markets and corporate
segments, in access to international databases, and in telex messages. Similarly, there is
considerable awareness of increases in the global distribution of mass-mediated
information, satellite television being the obvious and preeminent example, though one
would have to include news gathering and distribution services in any adequate picture.
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As Mulgan has it, "the networks carry an unimaginable volume of messages,
conversations, images, and commands."41

Why much greater volume and velocity should impel us to think of information flows in
terms of the constitution of a new type of society returns us to the geographer’s special
concern with space. All things happen in particular places and at specific times, but the
characteristics of space and time have been transformed with the advent of the network
society. Where once trade was cumbersome and slow moving across distances, it can
now be effected instantaneously with computerized communications technologies; where
once corporate activity had to be coordinated by slow-moving letters that took days and
even weeks to cross the space that divided the interested parties, now it takes place in real
time, courtesy of sophisticated telecommunications and video conference facilities.

In short, the constraints of space have been dramatically limited, though certainly not
eliminated. And simultaneously, time has itself been shrunk as contact is immediate via
computer communications and telecommunications. This "time/space compression," as
Giddens terms it, provides corporations, governments, and even individuals with hitherto
unachievable options.

No one can deny that information networks are an important feature of contemporary
societies: satellites do allow instantaneous communications around the globe, databases
can be accessed from Oxford to Los Angeles, Tokyo, and Paris, and facsimile machines
and interconnected computer systems are a routine part of modern businesses.

Yet we may still ask: Why should the presence of networks lead analysts to categorize
societies as information economies? And when we ask this, we encounter the problem of
the imprecision of definitions once again. For instance, when is a network a network? Is
it two people speaking to one another by telephone, or computer systems transmitting
vast data sets through a packet switching exchange; is it when an office block is "wired,"
or when terminals in the home can communicate with local banks and shops? The
question of what actually constitutes a network is a serious one, and it raises problems not
only of how to distinguish between different levels of networking, but also of how we
stipulate a point at which we have entered a network/information society.

Cultural. The final conception of an information society is perhaps the most easily
acknowledged yet the least measured. Each of us is aware, from the pattern of our
everyday lives, that there has been an extraordinary increase in the information in social
circulation. There is simply a great deal more of it about than ever before.

Television has been in extensive use for over 30 years in Britain, but now programs run
round-the-clock. There is much more radio output available now than even a decade ago,
at the local, national, and international levels. Radios are no longer fixed in the front
room, but spread through the home, car, office, and with the Walkman, everywhere.
Movies have long been an important part of peoples’ information environment and
indeed, attendance at cinemas has declined significantly. But movies today are more
prevalent than ever: available at cinema outlets, broadcast on television, readily borrowed
from video rental shops, and cheaply purchased from the shelves of chain stores. Walk
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along any street and it is almost impossible to miss the advertising hoardings, the
billboards, the window displays in shops. Visit any railway or bus station and one cannot
avoid being struck by the widespread availability of paperback books and inexpensive
magazines, their subject matter including such a range as classical, pulp fiction, middle-
brow, and self-therapy—a scale and scope without precedent. In addition, audio tape,
compact disc, and radio all offer more, and more readily available, music, poetry, drama,
humor, and education to the general public. Newspapers are extensively available, and a
good many new titles fall on our doorsteps as free sheets. Junk mail is delivered daily.

All of this testifies to the fact that we inhabit a media-laden society, but the informational
features of our world are more thoroughly penetrative than a short list of television, radio,
and other media systems suggests. This sort of listing implies that new media surround
us, presenting us with messages to which we may or may not respond. But in truth, the
informational environment is a great deal more intimate, more constitutive of us, than this
suggests. One may consider, for example, the informational dimensions of the clothes we
wear, the styling of our hair and faces, the very ways in which we work at our image.
From body shape to speech, people are intensely aware of the messages they may be
projecting and how they feel about themselves in certain clothes, with a particular
hairstyle, etc. A few moments’ reflection on the complexities of fashion, the intricacy of
the ways in which we design ourselves for everyday presentation, make one well aware
that social intercourse involves a greater degree of informational content now than
previously.

This intrusion of information into the most intimate realms of home, bedroom, and body
is complemented by the growth of institutions dedicated to investing everyday life with
symbolic significance. One thinks of the global advertising business, of publishing
empires, of the fashion industry, of worldwide agencies of media production that bring to
the domestic scene reflections of our own ways of life and images of other lifestyles,
thereby presenting us with alternative meanings that may be absorbed, rejected, and
reinterpreted, but all the while adding to the vocabulary of the symbolic environment.

Readers will recognize and acknowledge this extraordinary expansion of the
informational content of modern life. Contemporary culture is manifestly more heavily
information laden than any of its predecessors. We exist in a media-saturated
environment, which means that life is quintessential about symbolization, about
exchanging and receiving—or trying to exchange and resisting reception of—messages
about ourselves and others. It is in acknowledgment of this explosion of signification that
many writers conceive of our having entered an information society. They rarely attempt
to gage this development in quantitative terms, but rather start from the "obviousness" of
our living in a sea of signs, fuller than at any earlier epoch.

Paradoxically, it is perhaps this very explosion of information that leads some writers to
announce the death of the sign. Blitzed by signs, designing ourselves with signs, unable
to escape signs wherever we may go, the result is, oddly, a collapse of meaning. As
Baudrillard puts it, "there is more and more information, and less and less meaning."42
Signs once had a reference (clothes, for example, signified a given status, the political
statement a distinct philosophy, the TV news was "what really happened"). However, in
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this postmodern era, we are enmeshed in such a bewildering web of signs that they lose
their salience. Signs come from so many directions and are so diverse, fast changing, and
contradictory that their power to signify is dimmed. In addition, audiences are creative,
self-aware, and reflective, so much so that all signs are greeted with skepticism and a
quizzical eye, hence easily inverted, reinterpreted, and refracted from their intended
meaning. Thus, the notion that signs represent some reality apart from themselves loses
its credibility.

Experientially, the idea of an information society is recognized easily enough, but as a
definition of a new society, it is considerably more wayward than any of the notions we
have considered. Given the absence of criteria we might use to measure the growth of
signification in recent years, it is difficult to see how students of postmodernism such as
Poster can depict the present as characterized by a novel mode of information.43 How
can we know this other than from our sense that there is more symbolic interplay going
on? And on what basis can we distinguish this society from, say, that of the 1920s, other
than purely as a matter of degree of difference? Those who reflect on the postmodern
condition have interesting things to say about the character of contemporary culture but
as regards establishing a clear definition of the information society, they are glaringly
deficient.

Quality and Quantity

Reviewing these varying definitions of the information society, what becomes abundantly
clear is that they are either underdeveloped or imprecise, or both. Whether it is a
technological, economic, occupational, spatial, or cultural conception, we are left with
highly problematical notions of what constitutes, and how to distinguish, an information
society.

It is important that we remain aware of these difficulties. Though as a heuristic device,
the term "information society" has some value in exploring features of the contemporary
world, it is far too inexact to be acceptable as a definitive term. Now, however, I want to
raise some further difficulties with the language of the information society. The first
problem concerns the quantitative versus qualitative measures to which I have already
alluded. My earlier concern was chiefly that quantitative approaches failed to distinguish
more strategically significant information activity from that which was routine and low
level and that this homogenization was misleading. Here I want to raise again the
quality/quantity issue insofar as it bears upon the question of whether the information
society marks a break with previous sorts of societies.

Most definitions of the information society offer a quantitative measure (numbers of
white collar workers, percentage of GNP devoted to information, etc.) and assume that, at
some unspecified point, we enter an information society when this condition begins to
predominate. But there are no clear grounds for designating as a new type of society one
in which all we witness is greater quantities of information in circulation and storage. If
there is just more information, then it is hard to understand why anyone should suggest
that we have before us something radically new. This is a point made well by Giddens,
when he observes that all societies, as soon as they are formed into nation states, are
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information societies insofar as routine gathering, storage, and control of information
about population and resources are essential to their operation.44 On this axis, all that
differentiates the present era from, say, seventeenth century England, is much greater
quantities of information that are amassed, dissembled, and processed.

The blunt point is that quantitative measures—simply more information—cannot of
themselves identify a break with previous systems, while it is at least theoretically
possible to regard small but decisive qualitative changes as marking a system break. After
all, just because there are many more automobiles today than 30 years ago does not
qualify us to speak of a "car society." What is especially odd is that so many of those who
identify an information society as a new type of society do so by presuming that this
qualitative change can be defined simply by calculating how much information is in
circulation, how many people work in information jobs, and so on. What we have here is
the assumption that quantitative increases transform, in unspecified ways, into qualitative
changes in the social system.

It is noticeable that those scholars such as Herbert Schiller and David Harvey,45 who
stress the continuities of the present with those of the past, while they acknowledge an
increasingly central role played by information, have at the forefront of their minds the
need to differentiate between categories of information and the purposes to which it is
put. In other words, those who insist that the informationalized society is not radically
different from the past are at pains to differentiate information on qualitative grounds. For
instance, they will examine how information availability has been affected by the
application of market criteria and contend that the wealthier sectors of society gain access
to particularly high-quality information, which consolidates their privileges and powers.
Yet, while they emphasize these sorts of qualitative dimensions of informatization, they
do so to highlight continuities of the socioeconomic system. Conversely, those who
consider that the information society is a radically different system most often recourse to
quantitative indices to demonstrate a profound qualitative change.

Roszak provides an interesting insight into this paradox in his critique of information
society themes.46 His examination emphasizes the importance of qualitatively
distinguishing information, extending to it what each of us does on an everyday basis
when we differentiate between phenomena such as data, knowledge, experience, and
wisdom. Certainly, these are themselves slippery terms—one person’s knowledge
attainment (say, a graduation degree) can be another’s information (say, the pass rate of a
university)—but they are an essential part of our daily lives. In Roszak’s view, the
present "cult of information" functions to destroy these sorts of qualitative distinctions,
which are the stuff of real life. It does this by insisting that information is purely
quantitative, subject to statistical measurement. But to achieve calculations of the
economic value of the information industries, of the proportion of GNP expended on
information activities, the percentage of national income going to the information
professions, and so on, the qualitative dimensions of the subject (is the information
useful? is it true or false?) are laid aside. "For the information theorist, it does not matter
whether we are transmitting a fact a judgment, a shallow cliche, a deep teaching, a
sublime truth, or a nasty obscenity."47 These qualitative issues are laid aside as
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information is homogenized and made amenable to numbering: "Information comes to be
a purely quantitative measure of communicative exchanges."48

The astonishing thing to Roszak is that along with this quantitative measure of
information comes the assertion that more information is profoundly transforming social
life. Having produced awesome statistics on information activity by blurring the sort of
qualitative distinctions we all make in our daily lives, information society theorists then
assert that these trends are set to qualitatively change our entire lives.

Roszak vigorously contests these ways of thinking about information...Roszak insists that
the "master ideas" that underpin our civilization are not based upon information at all.
Principles such as "all men are created equal," "my country right or wrong," "live and let
live," "we are all God’s children," and "do unto others as you would be done by" are
central ideas of our society, but all come before information.49

It is important to say that Roszak is not arguing that these and other master ideas are
necessarily correct...But what he is emphasizing is that ideas, and the necessarily
qualitative engagement these entail, take precedence over quantitative approaches to
information. And what he especially objects to is that information society theorists
reverse that situation at the same time as they smuggle in the (false) idea that more
information is fundamentally transforming the society in which we live.

What is Information?

Roszak’s rejection of statistical measures leads us to consider perhaps the most
significant feature of approaches to the information society. We are led here largely
because his advocacy is to reintroduce qualitative judgment into discussions of
information. Roszak asks questions like the following: Is more information necessarily
making us a better informed citizenry? Does the availability of more information make us
better informed? What sort of information is being generated and stored, and what value
is this to the wider society? What sort of information occupations are expanding, why and
to what ends?

What is being proposed here is that we insist on examination of the meaning of
information. And this is surely a common-sense understanding of the term. After all, the
first definition of information that springs to mind is the semantic one: information is
meaningful; it has a subject; it is intelligence or instruction about something or someone.

If one were to apply this concept of information to an attempt at defining an information
society, it would follow that we would be discussing these characteristics of the
information. We would be saying that information about these sorts of issues, those areas,
that process are what constitutes the new age. However, it is precisely this common-sense
definition of information that the information society theorists jettison. What is, in fact,
abandoned is a notion of information having a semantic content.

The definitions of the information society I have reviewed perceive information in
nonmeaningful ways. That is, searching for quantitative evidence of the growth of
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information, a wide range of thinkers have conceived it in the classic terms of Shannon
and Weaver’s information theory.50 Here, a distinctive definition is used, one that is
sharply distinguished from the semantic concept in common parlance. In this theory,
information is a quantity that is measured in "bits" and defined in terms of the
probabilities of occurrence of symbols. It is a definition derived from and useful to the
communications engineer whose interest is with the storage and transmission of symbols,
the minimum index of which is on/off (yes/no or 0/1).

This approach allows the otherwise vexatious concept of information to be
mathematically tractable, but this is at the price of excluding the equally vexing, yet
crucial, issue of meaning and, integral to meaning, the question of the information’s
quality. On an everyday level when we receive or exchange information, the prime
concerns are its meaning and value: is it significant, accurate, absurd, interesting,
adequate, or helpful? But in terms of the information theory that underpins so many
measures of the explosion of information, these dimensions are irrelevant. Here,
information is defined independent of its content, seen as a physical element as much as
is energy or matter. As one of the foremost information society devotees puts it,
information exists. It does not need to be perceived to exist. It does not need to be
understood to exist. It requires no intelligence to interpret it. It does not have to have
meaning to exist. It exists.51

In fact, in these terms, two messages, one that is heavily loaded with meaning and the
other pure nonsense, can be equivalent. As Roszak says, here "information has come to
denote whatever can be coded for transmission through a channel that connects a source
with a receiver, regardless of semantic content."52 This allows us to quantify information
but at the cost of abandonment of its meaning and quality.53

If this definition of information is the one that pertains in technological and spatial
approaches to the information society (where the quantities stored, processed, and
transmitted are indicative of the sort of indexes produced), we come across a similar
elision of meaning from economists’ definitions. It may not be in terms of bits, but at the
same time, the semantic qualities are evacuated and replaced by the common
denominator of price.54

To the information engineer, the prime concern is with the number of yes/no symbols; to
the information economist, it is with their vendibillity. But as the economist moves from
consideration of the concept of information to its measurement, what is lost is the
heterogeneity that springs from its manifold meanings. The "endeavor to put dollar tags
on such things as education, research, and art" unavoidably abandons the semantic
qualities of information.55 Boulding observed a generation ago that "The bit...abstracts
completely from the content of information...and while it is enormously useful for
telephone engineers...for purposes of the social system theorist we need a measure which
takes account of significance and which would weight, for instance, the gossip of a
teenager rather low and the communications over the hot line between Moscow and
Washington rather high."56 How odd then that economists have responded to the
qualitative problem, which is the essence of information, with a quantitative approach,
which being reliant on cost and price, is at best "a kind of qualitative guesswork."57
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"Valuing the invaluable," to adopt Machlup’s terminology, means substituting
information content with the measuring rod of money. We are then able to produce
impressive statistics, but in the process we have lost the notion that information is about
something.58

Finally, though culture is quintessential about meanings, about how and why people live
as they do, it is striking that with the celebration of the nonreferential character of
symbols by enthusiasts of postmodernism, we have a congruence with communications
theory and the economic approach to information. Here too we have a fascination with
the profusion of information, an expansion so prodigious that it has lost its hold
semantically. Symbols are now everywhere and generated all of the time, so much so that
their meanings have imploded, hence ceasing to signify.

What is most noteworthy is that information society theorists, having jettisoned meaning
from their concept of information in order to produce quantitative measures of its growth,
then conclude that such is its increased economic worth, the scale of its generation, or
simply the amount of symbols swirling around, that society must encounter profoundly
meaningful change. We have, in other words, the assessment of information in nonsocial
terms—it just is—but we must adjust to its social consequences. This is a familiar
situation to sociologists who often come across assertions that phenomena are aloof from
society in their development (notably technology and science) but carry within them
momentous social consequences. It is demonstrably inadequate as an analysis of social
change.59

Doubtless, being able to quantify the spread of information in general terms has some
uses, but it is certainly not sufficient to convince us that in consequence of an expansion,
society has profoundly changed. For any genuine appreciation of what an information
society is like, and how different or similar it is to other social systems, we must surely
examine the meaning and quality of the information. What sort of information has
increased? Who has generated what kind of information, and for what purposes and with
what consequences has it been generated?
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Chapter 5: Alone Together: Will Being Wired Set Us Free? *

by Andrew Kupfer

Imagine, if you can, a small room, hexagonal in shape, like the cell of a
bee. An armchair is in the center, by its side a reading desk—that is all the
furniture. And in the armchair there sits a swaddling lump of flesh—a
woman, about five feet high, with a face as white as fungus.

An electric bell rang. "I suppose I must see who it is," she thought. The
chair was worked by machinery, and it rolled to the other side of the room.
"Who is it?" she called. She knew several thousand people; in certain
directions human intercourse had advanced enormously...The round plate
that she held in her hands began to glow. A faint blue light shot across it,
darkening to purple, and presently she could see the image of her son, who
lived on the other side of the earth, and he could see her.

—E.M. Forster, "The Machine Stops," 1914

"Come on, honey. Remember those IBM machines. Let’s get at it before
people go out of style."

—Bobby Darin in "State Fair," 1962

Ever since protohumans with sloping foreheads learned to set things on fire, people have
feared and hated technology as much as they have been in its thrall. They have eyed with
suspicion the printing press, the automobile, the telephone, and the television as solvents
of the glue that binds people together. Each new technology brings a warning: To fall
under its spell will be to sacrifice not only simplicity but also community, to
metamorphose into alienated, isolated, sedentary blobs. In Forster’s story, when the
machine stops, everybody dies.

This kind of trepidation is sometimes overdrawn —even the advent of the washing
machine produced expressions of yearning for simpler times—but it isn’t really
misplaced. The printing press vanquished the knowledge oligarchy, yet popular culture
seems ever more trivial and debased. Modern medicine often prolongs life beyond all
reason or desire.

Now information technology is poised to alter the scope of human intercourse, and the
familiar combination of promise and dread makes itself felt once again—with an urgency
seldom seen in the two centuries since the Industrial Revolution. The new technology
holds the potential to change human settlement patterns, change the way people interact
with each other, change our ideas of what it mans to be human.

Information technology will have the power to reverse what may have been an aberration
in human history: the industrial model of society. While people in agrarian societies had
for millennia worked the land around their homes to the rhythm of the sun,
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industrialization created the time clock and the separate workplace. Wired technology
already is assaulting the industrial concept of the workday: as technology brings greater
realism to electronic communications, the workplace for many will become untethered
from geography, letting people live anywhere. The fear is that in liberating us from
geography and the clock, networks will destroy intimacy, both by making solitude
impossible and by making physical presence immaterial to communication.

One reason we are wary about information technology is that it is still strange to us, new
enough that we notice it all the time. We still marvel at what computers can do, and how
we can carry in our laptops enough computing horsepower to have filled an entire
laboratory not so many years ago. We view information technology as special, almost
magical. Vincent Mosco of the Harvard Center for Information Policy Research, who has
written extensively on the history of technology and the way electrification changed
population distribution, says people felt the same way about electricity when it was
introduced in the nineteenth century. "Companies used electricity to flash advertisements
off the clouds," much in the way that Gothamites summon Batman in times of trouble,
says Mosco. "I like that image of people gathering outdoors and watching lights flashing
in the sky and seeing that as the spectacle of communications." Today computers, the
Internet, and the information superhighway are the magical elements, and even the basic
rules of etiquette are unformed, reminiscent of the early days of the telephone. Paul Saffo
of the Institute for the Future in Menlo Park, California, says: "Alexander Graham Bell
proposed a greeting of ‘Hoy! Hoy!’—a variation of ‘Ahoy!’ It didn’t catch on." Instead
his great rival Thomas Edison stole a bit of the jam from his crumpet by inventing, as a
telephone salutation, the word "hello," a variant of the British exclamation "hallo."

Eventually, though, computer communications —Ilike electricity and telephone—will
quite literally fade into the woodwork. When that happens, wired technology will
obliterate the significance of two of the great symbols of the Industrial Revolution, the
train and the clock, and along with them the idea that society can organize everything to
run on set schedules. The temporal shift this technology permits—even demands—is
likely to be its most profound and enduring effect.

With an economy that straddles many time zones, the nine-to-five workday will
disappear for those for whom it hasn’t already. People will become accustomed to flitting
between their different roles of work, recreation, and repose, constantly prey to
interruption, even addicted to it. "The rush and a flow of events is like electronic heroin,"
says Saffo. "And once you get it into your veins it’s really hard to stop. You’ll figure out
a way to interrupt yourself." People may live in bucolic and pastoral settings but not live
a pastoral life, competing via cyberspace for work against thousands of others, finishing
each job in days or hours, then moving on to the next, like electronic versions of Charlie
Chaplin’s assembly-line worker in "Modern Times".

Many assume that people who can leave company headquarters will choose to work in
their homes, and wired enthusiasts anticipate a resurgence of familial togetherness. But at
least one expert on how the home reflects changes in American society says we may well
see less family interaction than we do today. Clifford Clark, an American studies
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professor at Carleton College in Northfield, Minnesota, predicts: "We will see different
family members sitting around different screens in different rooms."

That could touch off domestic turf battles: Our houses aren’t suited to these purposes,
having evolved over the past century from a large number of little spaces to a small
number of big ones. The kitchen was once isolated in the back of the house to keep a
continuously fired-up stove from overheating the living quarters, but with the invention
of the gas range it moved forward and became a social room as much as a workplace.
Today it sometimes flows right into the so-called great room, where families sit in front
of the jumbotron to watch surround-sound movies. A shortage of solitary workspace may
become just one more source of family disharmony.

Knowledge workers, selling their labor to new species of business that will flourish in the
wired economy, may need to be ready to go at a moment’s notice. Employers already
seek workers via computer networks. But in the future the process will be more pervasive
and almost automatic. Professor Thomas Malone of the Center for Coordination Science
at MIT says such wired workers will form "overnight armies of intellectual mercenaries."

Imagine a company with a task that needs urgent attention—say, designing a lawn mower
or writing a computer program. The company might not maintain a cadre within its ranks
to do the job. Instead, it trolls the net for talent, sending out a bulletin that describes the
tasks to be done and the skills required of team members. The notice might go directly to
qualified applicants, based on resumes filed online. Specialists anywhere in the world
instantly submit bids to do a piece of the job, simultaneously triggering a query to their
personal references. Winning bidders work together via video hookup, each at his or her
home base. The project might last a few weeks or a few days or a few hours. Afterwards
the team disbands and the members melt back into the talent pool to bid on new jobs.

Socially, the wired society is likely to bring flip-flops in behavior like the changes
wrought by the telephone, which made it acceptable for a man to talk to a strange woman
without a formal introduction by a third party. The Internet is making it acceptable for a
man to exchange explicit sexual fantasies with a strange woman—or with someone who
claims to be a woman but who may really be a trio of male cross-dressers sitting around
their screen laughing. At times people breach the bounds of decency and stray into the
realm of the allegedly criminal: A college student was recently jailed for distributing via
the Internet a depraved story in which he imagined the rape, torture, and murder of a
woman he knew, and whose name he disclosed. Another young woman soon replied with
an online revenge fantasy of her own.

People are starting to put up different barriers to their interactions," says Weiser,
speaking as one who doesn’t like barriers very much. He usually has eight video
windows open on his computer screen at work, showing his engineering colleagues’
offices. Weiser also confesses to being the drummer for a band called Severe Tire
Damage that sneaked onto the Internet before the Stones concert as an unscheduled
opening act.
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In time both the guardedness and the anonymity will evanesce, Weiser says: "As more
and more business is conducted online, it will become more of a real place, and real-life
expectations will take over. One is that I know who you are. We will stop talking to
people we don’t know." The wired connection will no longer seem like a strange way of
meeting people—which won’t be the first time a method that once seemed mad became a
part of quotidian routine. And the change in attitude might not take as long as you think.
A decade ago, if you telephoned a friend and reached an answering machine, you
probably thought, "How rude!" Today you are more likely to be miffed by your
thoughtless friends who refuse to buy one.

Despite its potential to free people from geography, the likely effect of technology on
where people live is murky. While some will be able to leave cities, others won’t, and
still others won’t want to. True, some jobs have already headed for the sticks, particularly
back-office operations of financial firms, intensifying a long-term trend that began earlier
in the century with improvements in transportation. But many potential movers seem to
have sticky feet. Blame this partly on that hobgoblin of managerial minds, force of habit.
People might love the idea of sending e-mail to their grandchildren, but as supervisors the
same folks don’t have the stomach for remote management. People want to see their
employees and want to watch them work.

They can’t do that via video yet because existing technology is too crude: The picture
transmitted by a typical desktop computer videoconference system is a low-resolution,
herky-jerky postage stamp. Within the next 10 years, though, better devices will be able
to send crystalline images with lifelike color and perfectly fluid motion, conveying
words, body language, expression. What will it mean when gazing at a face on a video
screen is no different than looking at a face through a window? Will the cities empty and
the people disperse like leaves in a fall wind?

If history is any guide, wired technology will create forces that pull in the other direction
as well. Successive waves of technology, from the telephone to the automobile to rural
electrification, have brought predictions of the emptying of cities. Yet the cities endure,
and so they will a century from now. The telephone, for example, led to both dispersion
and concentration. Not only did it open up remote areas to commerce, but it also helped
make possible the most highly concentrated form of living and working space that we
know: the skyscraper. Without the telephone to deliver messages, occupants of upper
stories would be cut off unless the architect devoted the entire core of the massive
structures to elevators and stairways for messengers.

In the information society, expect to see similar pushes and pulls. Most mobile will be the
knowledge workers: people whose jobs largely involve talking to others and handling
information —in other words, white-collar office workers. For them, electronic links will
mostly suffice; they will be able to choose to live by the seashore, say, or near family and
friends.

But as if to obey Newtonian laws of motion, information technology will also pull people
to the center. By permitting dispersion, information technology promotes the
globalization of the economy, guaranteeing a raison d’etre for international cities like
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New York, London, and Tokyo that serve as the nodes for world communications
networks—a major reason New York has shown much more resilience than city-bashers
predicted. The economic vibrancy of these cities will attract the many people who thirst
for amenities like theater, concerts, restaurants, and the continuous paseo of cosmopolitan
life.

As they do today, the city dwellers of the information society will depend on a tier of
lower-level service workers like barbers and burger flippers, whose work, involving
physical contact with other people, cannot be liberated from place by communications
technology. (Some higher-level professionals like surgeons will also remain tied to
population centers.) Not all the people will be able to follow their bliss to the
mountaintops.

Wherever we live, the nature of routine intercourse is likely to be changed by electronic
agents —drudges, really, programmed to take over the tedium of interconnectivity. The
first commercial prototypes of these agents have recently appeared, including one called
Wildfire that acts as an electronic secretary, answering the phone, taking messages,
obeying simple verbal commands, and routing phone calls to users wherever they happen
to be.

As they become more sophisticated, these software agents will do our shopping, buy our
plane tickets, and make our appointments for us, traveling through cyberspace like
ghostly echoes of the self. "They won’t be intelligent enough to make the clerics
nervous," jokes Saffo of the Institute for the Future. "But they will exhibit whimsy and
humor, and be interesting enough to convince people to interact with them." Not only
will people be talking with these soulless beings, but agents will be interacting with other
agents as well. The Hollywood patter of the future may remain, "Have your agent call my
agent," but people won’t be talking about ten-percenters.

Our ghosts may come to haunt us as well. One nightmare scenario not yet on many worry
lists is location tracking. With the auctioning off of vast swaths of the radio spectrum for
new wireless services and the promise of cheap, lightweight cellular phones, the cellular
industry is poised to sweep into the mass market. New low-powered cellular systems will
blanket the country with great numbers of closely spaced transmitters. Nearly everyone
will be carrying some sort of wireless communications gadget. Whenever they are on —
and they are likely to be left on all the time—a signal will travel to the nearest
transmitter, letting the network know where to send each user’s messages and phone
calls.

Cellular companies will be able to use their fine-meshed networks to pinpoint nearly
everyone’s location and track their movements. This is how the police, with the help of
the phone company, tracked down O.J. Simpson as he was driven along the highway in
the infamous white Bronco. Anyone with a cellular telephone scanner could also keep
tabs on people’s locations, even when new digital cellular systems make our
conversations secure from eavesdroppers. (Only our words will be encoded; our
identification numbers must stay unscrambled so the network can authorize our calls.)
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If you don’t think anyone really cares where you go from moment to moment, be assured
that plenty of companies would pay to find out. Marketers, for example, would love to
know who visits which stores, and when, and for how long. They could legally buy this
information from the telephone company as easily as they buy mailing lists today. And as
with mailing lists, we would have no control over who gets access to this information.

If our ever cosier relationship with wired technology makes us fear for our souls, perhaps
that is because the stuff is so seductive. Unlike TV, the new technology requires our
participation, drawing us in. As such it is insidious. Management professor Alladi
Venkatesh of the University of California at Irvine, an expert on the impact of technology
on the household, says: "Television is easy to dismiss. Its limitations are obvious. The
danger of the computer is that it gives us the impression that it can do for us what TV has
not: make us better people."

It is true that the power to make instant connections anywhere in the world, at any time,
can bring inestimable comfort. For the millions who are stuck at home because of age or
infirmity or because they are caregivers for young children, for insomniacs who need
someone to commune with in the blue hours past midnight, for people who want to find
out if their car is a lemon, or how to buy a house, or how to cope with a child’s asthma
attack, being wired may be the fastest way to connect with others who are willing to
share their feelings and knowledge.

But with these gains there is loss. While people may feel just as intensely about friends
they make via cyberspace as they do about their face-to-face confreres, the ease with
which they form these links means that many are likely to be trivial, short lived, and
disposable—junk friends. We may be overwhelmed by a continuous static of information
and casual acquaintance, so that finding true soul mates will be even harder than it is
today. And the art of quiet repose and contemplation may one day seem as quaint as the
19th-century practice of river gazing—staring at riverscapes to discern their coloristic
and picturesque attributes.

MIT’s Malone is worried about these risks but tries to remain an optimist. He says he
feels closer to some people he has met over the net than he did even to the friends he
made growing up in a small town in New Mexico. Those relationships were mere
accidents of geography; he and his new friends chose each other through common
interest. In an eerie echo of the cautionary tale that E.M. Forster wrote more than 80
years ago, he says, "There must be thousands of people I know personally..."

This machine will not stop. In time we will no longer ponder its existence, or be able to
imagine a world without its constant hum.

* Reprinted by permission of the author and publishers from Fortune (December 4,
1996). (C)19 - Time Inc. All rights reserved.
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Chapter 6: Reality Check *

by Joel Achenbach

The Information Age has one nagging problem: Much of the information is not true. We
live in a time besotted with Bad Information.

It’s everywhere. It’s on the street, traveling by word of mouth. It's lurking in dark
recesses of the Internet. It’s in the newspaper. It’s at your dinner table, passed along as
known fact, irrefutable evidence, attributed to unnamed scientists, statisticians, "studies."

There has always been Bad Information in our society, but it moves faster now, via new
technologies and a new generation of information manipulators. The supply of Bad
Information is not the only problem—there may also be a rise in demand. Perhaps as a
social species we have developed a greater tolerance for it as we desperately try to slake
our thirst for intrigue, excitement, and mind-tweaking factoids. The plausible has been
squeezed out of public discourse by the incredible.

There are seven fundamental types of Bad Information.

Obvious But Wrong Information. The Atlanta Journal Constitution breaks the news that
Richard Jewell was the prime suspect in the Olympic bombing. Jewell was obviously the
perpetrator, because he had been the "hero" who had found the bomb, and we all know
that a "hero" is usually a self-promoting, bogus individual, if not an outright killer. Also,
the information was leaked, and leaked information always sounds true. Unfortunately,
the FBI had no actual evidence, just a hunch. The government eventually sent him a note
telling him he wasn’t a suspect anymore. Whatever.

Information Censored for Your Own Good. Americans made sure to buy cars with air
bags, preferably on both the driver’s and passenger’s side. The we learned that air bags
can kill small children. The experts knew of the danger and kept it quiet because they
thought it would create public panic and lead people not to use air bags and thus die in
greater numbers. Meanwhile, millions of Americans are thinking of the dozens of times
they have let their kids ride up front. As a rule, when one piece of Good Information goes
unknown, it means another piece of Information will turn Bad.

Accurate But Untrue Information. The San Jose Mercury News’s three-part series "Dark
Alliance" unveiled new information about a connection between the CIA-backed Contras
in Nicaragua and crack dealers in inner-city Los Angeles. The